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Perturbation electric and magnetic fields carry in excess of 1010 to 

1012 W of electrical power between the magneto sphere and high-latitude 

ionosphere. Most of this power is generated by the solar wind. The 

ionosphere at large spatial and temporal scales acts as a dissipative slab 

which can be characterized by its height-integrated Pedersen 

conductivity Zp, so that the power flux into the ionosphere due to a quasi- 

static electric field E is given by ZpE2. 

The energy transferred to the ionosphere by time-varying 

electromagnetic fields in the form of Alfv€n waves is more difficult to 

calculate because density and conductivity gradients can reflect energy. 

Thus, field resonances and standing wave patterns affect the magnitude 

and altitude distribution of electrical energy dissipation. We use a 

numerical model to calculate the frequency-dependent electric field 

reflection coefficient of the ionosphere and show that the ionosphere does 

not behave as a simple resistive slab for electric field time scales less than 

a few seconds. 

Time variation of spacecraft-measured high-latitude electric and 

perturbation magnetic fields is difficult to distinguish from spatial 



structuring that has been Doppler-shifted to a non-zero frequency in the 

spacecraft frame. However, by calculating the frequency-dependent 

amplitude and phase relations between fluctuating electric and magnetic 

fields we are able to show that low frequency fields (< 1 Hz) measured by 

an auroral sounding rocket traveling parallel to the auroral oval are due 

to standing Alfv6n waves rather than quasi-static structures. 

Comparing the field fluctuations with electron energy measurements 

indicates that the waves occur near auroral arcs. 

We include satellite data in our study as well. The amplitude 

relations between electric and magnetic field measurements taken by the 

HILAT satellite (traveling perpendicular to the auroral oval at an 

altitude of 800 km) show that the field fluctuations are due largely to 

Doppler-shifted quasi-static structures, but in some cases standing 

Alfven waves also contribute. 
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CHAPTER 1 

INTRODUCTION 

1,1 Background 

Eighteenth century scientists might have been satisfied with the idea 

of an infinite void, save for a relative few heavenly bodies, extending 

outward from somewhere above the cloud tops had it not been for the 

tantalizing geophysical clues provided by nature. In the early 1700s the 

Earth's magnetic field was well understood, static and predictable 

enough to use as a navigational tool, but why did G. Graham's finer 

measurements in 1722 reveal fluctuations? Balfour Stewart was able to 

show in 1882 that the magnetic fluctuations were due to electrical 

currents above the Earth. Of course this finding was probably stranger 

than the B-field fluctuations themselves, but Marconi's trans-Atlantic 

radio broadcast in 1901 corroborated the idea of a conducting layer high 

in the atmosphere. 

The origin of the auroras borealis and australis had to be and still is 

one of the more interesting puzzles posed to those fortunate enough to 

view them, especially after the turn of the century when triangulation 

measurements placed the displays between 100 and 1000 km above the 

Earth's surface. The electrical nature of the aurora was known from the 

magnetic perturbations measured at ground level and associated with 

individual auroral arcs, but not until spacecraft flights through auroras 

in the 1960s was it known with certainty that energetic electrons (many 



keV) crashing into the neutral atmosphere from above were responsible 

for the optical fluorescence. 

Two discoveries in the 1950s pushed the envelope containing the 

known part of the Earth's environment well beyond the 1000 km upper 

boundary of the visible aurora. The first was that whistlers, the 

descending tone, audio-frequency electromagnetic waves known since 

World War I, were due to lightning discharges. More importantly, their 

dispersion was found to be the result of propagation through charged 

particles permeating space tens of thousands of km above the Earth's 

surface. Secondly, satellite measurements in this same region led to the 

discovery of the very high energy particles comprising the Van Allen 

radiation belts. 

The present view is that the Earth's near space environment must 

be viewed as a complete system which includes the Sun's outermost 

atmosphere. One of the main goals of present day research is to 

construct a self-consistent model of that system's energy source (which is 

to say the Sun itself), the means of energy transmission (photons and the 

particles and magnetic fields of the solar wind), and the energy 

deposition in and associated dynamics of the Earth's magnetosphere, 

ionosphere, and neutral atmosphere. We might separate the effort to 

construct this model into two parts: 1) a detailed study of all the separate 

constituents of the system, and 2) an examination of how these 

constituents are interconnected. By and large this dissertation falls into 

the "connecting" category, where the two pieces we are trying to fit 

together are the magnetosphere and ionosphere. 

The magnetosphere extends from about ten to hundreds of Earth 

radii away (depending on whether you are "upwind" or "downwind" 



from the Earth) down to the ionosphere starting at roughly 1000 km in 

altitude, where collisions with the neutral atmosphere begin to take 

control of the charged particle dynamics. The study of magnetosphere- 

ionosphere coupling pertains mostly to high latitudes because that is 

where geomagnetic field lines extend from the ionosphere deep into the 

magnetosphere. At lower latitudes magnetic field lines are shorter and 

do not extend as far from the Earth. 

Energy is exchanged between the magnetosphere and ionosphere in 

two main ways, via kinetic energy of charged particles which we will 

consider briefly in Chapter 3, and by quasi-static and wave related 

electric and magnetic fields, which we will emphasize throughout. Each 

of these energy sources can at certain times and places dominate the 

other, but the total power carried by each of them is roughly 1010tol012 

W. Although this is 5 to 7 orders of magnitude smaller than the energy 

flux into the sunlit polar cap from solar photons, most of the solar flux 

goes directly into the neutral atmosphere at relatively low altitudes, 

leaving magnetosphere-ionosphere energy exchange to determine a 

significant part of the ionospheric plasma (and high-altitude neutral 

atmosphere) dynamics at high latitudes. Of course much of the 

ionospheric plasma is produced by photoionization in the first place, but 

its bulk motions, structuring, and instabilities are due in large part to 

particle precipitation and electric fields. In the polar winter, these 

sources dominate the energetics and dynamics of the upper atmosphere. 

Interactions with the neutral atmosphere (e.g. from gravity waves) and 

chemical processes also play a role. 

On average the ionosphere acts as a dissipative load attached to the 

magnetospheric energy source, which in turn is driven by the interaction 



between the magnetosphere and the solar wind. The situation can be 

quite complex because magnetospheric electric fields driving currents in 

the ionosphere are often accompanied by beams of energetic particles, 

which modify the conductivity of the ionosphere. This change in the load 

can affect the ionospheric electric fields and conceivably the particle 

precipitation itself, creating a feedback effect which is not yet fully 

understood and which we will not attempt to address. Other 

complications arise when neutral winds drive the ionospheric plasma, 

creating dynamo electric fields and switching the role of the 

magnetosphere from source to load. 

1.2 Purpose and Organization of This Work 

The central topic we address in this dissertation is the interpretation 

of spacecraft measurements of low frequency (less than 1 Hz) electric and 

perturbation magnetic fluctuations above the high-latitude ionosphere. 

As mentioned in the previous section, magnetic perturbations have been 

measured on the ground for centuries. Birkeland [1908] noted that these 

perturbations were especially strong under auroral arcs, and suggested 

they were caused by electric currents flowing along geomagnetic field 

lines associated with the aurora. The discovery of the Alfv6n wave 

[Alfvän, 1950] allowed for the interpretation that B-field fluctuations 

measured on the ground were due to Alfv6n wave resonances in the 

Earth's dipole field. Early satellite measurements [see Zmuda et al., 

1966] showed magnetic fluctuations in the polar region, and these also 

were interpreted predominantly in terms of Alfvön waves. Cummings 

and Dessler [1967] called into question the Alfv6n wave interpretation by 

arguing that it was not possible for Alfv6n waves to be localized as 



satellite measurements had shown, and they again proposed, as 

Birkeland had, that quasi-static field-aligned currents were primarily 

responsible for the magnetic fluctuations. 

Despite their arguments that quasi-static currents could explain 

spacecraft magnetic field measurements, Cummings and Dessler 

acknowledged the possibility that localized Alfven waves are possible 

when accompanied by field-aligned currents. Nonetheless, the static 

model was generally accepted following the publication of Cummings 

and Dessler [1967]. In the last decade, the validity of the static field model 

has been re-examined. Obliquely propagating Alfven waves known as 

"shear" or "slow" mode waves [Stix, 1962] carry field-aligned currents, 

and it is now known that these waves are indeed very important in 

magnetospheric electrodynamics. We argue in this dissertation that the 

static field model alone does not adequately describe high-latitude 

electromagnetic fields, and that it is appropriate to include the effect of 

shear Alfven waves in studies of high-latitude and auroral dynamics. 

In some sense the static Birkeland current model is a limiting case 

of the shear Alfven wave model. However, there are important 

differences between the static and wave models because time-varying 

fields allow for reflections, resonances, and interference. It is difficult to 

discern from measurements on board a spacecraft if electric and 

magnetic field fluctuations are due to waves or to localized static 

disturbances which are Doppler-shifted to a finite frequency in the 

spacecraft frame. Sugiura et al., [1982] used the Dynamics Explorer 

satellite to show that the electric and magnetic field fluctuations above 

the auroral zone are often highly correlated, and they used a novel 

approach to distinguish between the wave and static field cases by 



calculating the ratio of the r.m.s. field amplitudes ßoErms/SBrms. They 

found the value of this ratio to be equal to the inverse of the height- 

integrated Pedersen conductivity of the ionosphere Xp"1, and we will 

show in Chapter 3 that this is expected from static electric fields and 

associated Birkeland currents. 

A problem with the analysis of Sugiura et al. [1982] is that E and SB 

power spectra are usually monotonically decreasing with frequency, so 

the lowest frequencies are emphasized in a correlation analysis. In 

Chapter 5 we remedy this problem by calculating the ratio of electric and 

magnetic field amplitudes as a function of frequency. We will also study 

the frequency-dependent phase relation between E and SB. In so doing 

we find that Alfven wave dynamics play an important role in 

electrodynamical coupling between the magnetosphere and ionosphere 

for time scales less than about 10 s. We also show that, in at least one 

sounding rocket experiment, most of the Alfven wave energy lies near 

regions of auroral precipitation. 

The Alfven wave model can be sub-divided into two categories: 

traveling waves and standing waves. This distinction is important 

because standing waves are indicative of reflections, and an 

understanding of these reflections is crucial in determining the fraction 

of electrical energy incident from the magnetosphere that is dissipated in 

the ionosphere. Our analysis in Chapter 5 shows that standing waves 

are present in both the satellite and rocket data (taken at 800 km and near 

600 km, respectively). 

The reflection characteristics of the ionosphere are complicated and 

change with wave frequency as a result of the strong altitude dependence 

of the plasma density and collision frequencies, and of the fact that the 
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thickness of the ionospheric "load" is on the order of an Alfven 

wavelength. In order to accurately compute the amplitude and phase 

relations between E and SB fields due to Alfven waves reflecting from the 

ionosphere, one must in general use a numerical model. We devote 

Chapter 4 to the development and general results of such a model. The 

model we choose was originally used by Hughes [1974] to predict 

properties of ground-based magnetometer measurements. 

The electric field reflection coefficient of the ionosphere is often 

estimated by treating the ionosphere as a slab reflector with height- 

integrated Pedersen conductivity Zp, and the region above the ionosphere 

as a homogeneous "transmission line" with characteristic impedance ZA 

= n0VA where VA is the Alfven velocity. The E-field reflection coefficient 

of the ionosphere is then given by (Xp-1 - Zj^KZp-1 + ZA) [see for example 

Paul and Nassar, 1987]. As one of the main results of Chapter 4 we show 

that this approximation is not valid for time scales less than a few 

seconds, and we present plots of the reflection coefficient for small time 

scales and for different ionospheric density profiles. 

While Chapters 4 and 5 treat time-varying electric and magnetic 

fields, Chapter 3 is devoted to interpretation of satellite and sounding 

rocket estimates of ionospheric Joule heating and Poynting flux into and 

out of the ionosphere in the DC limit. The Poynting flux method has not 

been used extensively, but it has several advantages over other 

electromagnetic energy measurements and we discuss those in detail. 

There are several factors which complicate all energy measurements; 

neutral winds and temporal variations are particularly important. We 

treat the topic of neutral winds in Chapter 3. 
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Having established in Chapter 5 the importance of Alfven waves in 

the high-latitude ionosphere, we turn in Chapter 6 to a brief study of the 

effects that large amplitude waves can have on the interpretation of 

incoherent scatter radar data. But first we will review the literature and 

some of the physical concepts pertaining to Alfven waves, in Chapter 2. 



CHAPTER 2 

BACKGROUND AND REVIEW 

2.1  The Solar Wind and Magnetosphere 

Much of the previous work in magnetosphere-ionosphere coupling 

has emphasized the region extending from the top of the ionosphere up to 

several thousand km. The ionosphere itself is often modeled simply as a 

conducting slab characterized by its height-integrated Pedersen 

conductivity (see references in Section 2.6). We will take the opposite 

approach by thinking of the magnetosphere only as an "upper boundary 

condition" which supplies electric fields, currents, and particles to the 

ionosphere and treating in detail the interaction between those energy 

sources and the ionosphere. In Chapter 4 we will use a detailed model of 

the ionosphere as input to a numerical model, so we will save a review of 

the ionosphere's morphology until then and concentrate now on the 

magnetosphere and some of the ways it can produce Alfv6n waves — the 

magnetosphere-ionosphere coupling mode which will receive most of the 

attention in this thesis. 

Figure 2.1 shows a cross section of the magnetosphere in the noon- 

midnight meridian plane when the i component of the interplanetary 

magnetic field (IMF) is southward, which allows the IMF to penetrate to 

the magnetopause and connect with the Earth's magnetic field. The 

solar wind impinging from the left is comprised mostly of protons and 

electrons (« 5 cm-3, Tj - Te ~ 10 eV) traveling at about 500 km/s. The 

kinetic energy flux from this bulk flow is thus ~ 5x10'4 W/m2. Assuming 

9 
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that the magnetosphere has a cross section of izx (10 REarth)2 leaves on the 

order of 1013 W of available solar wind power. Solar photons carry more 

thanlO6 times more energy flux (1400 W/m2), but the "capture area" is 

100 times less since it is the Earth rather than the magnetosphere which 

intercepts the energy. The solar wind has a magnetic field of about 5 nT 

which means it can carry energy in the form of Alfven waves in addition 

to the kinetic energy. 

Although energy input from the solar wind to the Earth is usually 4- 

5 orders of magnitude smaller than from solar photon flux, solar wind 

energy is also much more variable and can have important effects on 

industry, electrical power systems, communications, and space 

operations and astronaut safety. This point is illustrated nicely by the 

huge solar flare and subsequent geomagnetic storm during the weeks 

following March 6,1989 [Allen et al., 1989]. The aurora, normally visible 

over the northern U. S. and Canada, was seen clearly in Georgia, Texas, 

and New Mexico. HF communications and navigation systems (< 50 

MHz) which rely on reflection from the ionosphere were useless. Most of 

Quebec Province experienced a power blackout for up to 9 hours, large 

voltage swings appeared on undersea cables, and huge currents induced 

in pipelines caused concerns about corrosion. In a particularly bizarre 

event a Navy ship had to go to a backup shore-based radio system, 

causing automatic garage door openers in a California coastal suburb to 

start opening and closing. 

When the solar wind has a velocity component perpendicular to 

magnetospheric field lines, electric fields are created and the process is 

called an "MHD dynamo" (see Figure 2.1). Magnetic field lines in 

collisionless plasmas are equipotentials, thus the dynamo electric fields 
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are mapped throughout the magnetosphere where they create a large 

scale plasma convection pattern (see Stern [1977] and references therein). 

If the solar wind is uniform and constant the convection pattern can 

remain in a steady state. But changes in the solar wind affect the entire 

convection pattern, and the new equilibrium is found after different parts 

of the system exchange energy in the form of Alfven waves. Magnetic 

field lines which have fixed ends (e.g. at the Earth) can set up standing 

Alfv6n waves which oscillate at resonant frequencies. The resulting 

magnetic perturbations can be measured with ground-based 

magnetometers, and the phenomenon has traditionally been studied 

under the name "micropulsations." 

The solar wind is certainly not the only source of changes in the 

magnetosphere, and is not necessarily the most important. A leading 

explanation for the origin of micropulsations is the Kelvin-Helmholtz 

instability, which causes waves on the boundary between two fluids in 

relative motion. Examples are waves on lakes and flags flapping in the 

breeze. See Melrose [1986] for a more detailed discussion of the K-H 

instability. 

Magnetospheric substorms are another source of AlfV6n waves. 

Over a period of hours or days the magnetosphere can store energy in the 

form of magnetic fields in its tail. This is thought to take place through 

the process of dayside reconnection of geomagnetic field lines with the 

IMF and subsequent deposition in the magnetotail. At some point the tail 

thins and field lines there reconnect, sweeping part of the tail 

downstream in the solar wind and snapping the remaining part back 

towards the Earth. The result is a huge flux of particle and Alfven wave 

energy towards the polar caps, accompanied by increases in auroral 
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displays, electrojet currents, and more. (See the review paper on 

substorms by McPherron [1979].) 

There are other proposed sources of magnetospheric Alfven waves 

for which references can be found in the review paper by Hughes [1982]. 

There one can also find a good review of micropulsation observations 

from spacecraft. 

The observations presented in this thesis are taken within the 

auroral oval because that is where much of the magnetospheric energy is 

deposited. It is this energy, not the aurora itself, with which we are 

primarily concerned, but the aurora is an important part of the 

environment we study and we will devote the next section to a brief 

overview. 

2,2 The Aurora 

A large part of the study of both space and laboratory plasmas is 

devoted to the instruments used to make diagnostic measurements. Only 

after a huge amount of work can one piece together the measured fields, 

potentials, drifts, etc., into a coherent picture of some physical 

phenomenon. The aurora is one of the few examples of a plasma physics 

experiment that can be observed simply by looking upward at the right 

latitude, and the results are displayed in 3-D and brilliant color across 

the entire sky. Unfortunately, even this dynamic display did not provide 

enough information for early researchers to understand the cause of the 

aurora, and today after thousands of satellite passes above auroral 

displays, dozens of rocket flights through them, and countless hours of 

ground-based radar observations, there are many remaining questions. 
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The auroral oval is actually more of a torus centered near the 

magnetic pole with representative boundaries extending from 65°-75° in 

magnetic latitude. The oval thickens and extends equatorward during 

magnetic activity. Within the oval are smaller "curtains" or "arcs" 

extended in the zonal (E-W) direction for hundreds or thousands of km 

and ranging from 1-100 km in latitudinal thickness. The arcs in turn 

have twists, folds, and intensity enhancements which race along the 

edge, and which have been found to be due to the Kelvin-Helmholtz 

instability [Hallinan and Davis, 1970]. The morphology of the aurora is 

quite a large subject in itself, but a nice overview with color photographs 

is given by Eather [1980]. 

The term "aurora" encompasses many different phenomena which 

in general are characterized by light emitted in the upper atmosphere 

(100-1000 km) due to electrons incident from above and colliding with 

neutral atoms. The resulting fluorescence extends from infrared to 

ultraviolet and beyond, but the visible aurora is due to electrons with a 

kinetic energy of 1-10 keV directed along the geomagnetic field. In the 

early 1970s these electron beams were measured by satellites and rockets, 

and their energy spectra were found to be roughly monoenergetic. This 

and other measurements led to the discovery that the electrons were 

accelerated by a quasi-static potential drop maintained from 1-2 Earth 

radii above the surface (seeAkasofu, [1981] and references therein). 

Since the plasma in the acceleration zone is collisionless, it is hard 

to explain the existence of electric fields parallel to B that last for tens of 

minutes. The origin of this energization is still under debate, and is 

possibly the strongest motivator behind current auroral research. The 

leading theories for the potential drop associated with small scale intense 
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arcs involve anomalous resistivity, double layers, and kinetic Alfv6n 

waves. 

Plasma wave turbulence can arise from the intense field-aligned 

currents which are known to exist over the aurora. The turbulence can 

in some cases mimic the effects of collisions, allowing a finite 

conductivity along field lines. This effect is termed "anomalous 

resistivity" and is thought to play a role in sustaining the kV potentials 

through which auroral electrons are accelerated. 

Double layers are small structures (several Debye lengths long) 

which are driven by field-aligned currents and, most importantly, 

support a net potential drop across themselves. The potential difference 

is on the order of the electron temperature, which is only about 1 eV. As 

small as these structures are, they have been observed by the S3-3 and 

Viking satellites [Temerin et ah, 1982; Boström et dl., 1988; Koskinen et 

al., 1989], and if thousands of them occur on a single field line they might 

possibly explain the electron acceleration. 

A third contender in explaining auroral electron energies is the 

kinetic Alfv6n wave theory. Since we will deal with Alfv6n waves 

throughout much of this thesis, we will spend the next few sections 

reviewing their linear theory, and in the process we will talk a little about 

Alfvön waves as a possible auroral acceleration mechanism. 

2.3 Linear Theory of Alfv6n Waves 

Without a static magnetic field, electromagnetic waves cannot 

propagate below the electron plasma frequency. Alfvön waves are 

electromagnetic waves which exist in a magnetized plasma at 

frequencies below all of the cyclotron frequencies.   They propagate as 



16 

perturbations along the static B-field in the plasma. A useful intuitive 

picture of Alfv6n waves comes from thinking of B-field lines as taut 

strings which propagate perturbations when plucked. The linear 

dispersion relation for Alfv6n waves is derived in most plasma theory 

textbooks from the equations of magnetohydrodynamics. We will instead 

stress the physical picture of the mechanism underlying Alfv6n waves, 

and by examining the motions of single particles in the presence of low 

frequency electric fields we will find the dielectric response of a plasma to 

low frequency perturbations. 

In Figure 2.2 an ion and an electron are shown (schematically) in 

the presence of a 2 - directed static magnetic field BQ. Both particles are 

initially on the line y = 0, but when a static electric field Efl is applied 

they begin to ExB drift in the £ direction. Since this drift is the same for 

electrons and ions, there is no current in the £ direction. Notice however 

that the average positions of the particles have separated in y, i.e. in the 

direction of the electric field. 

We can draw an analogy between this situation and the polarization 

of a dielectric solid. Applying an electric field to a slab of dielectric 

material causes the individual atoms in the dielectric to polarize, which 

gives them a dipole moment ed where e is the fundamental unit of charge 

and d is an effective separation of positive and negative charges. The 

dipole moment per unit volume is known as the polarization P = ned 

where n is the density of atoms. The electric flux density vector is the 

sum of the "free space" flux density plus the polarization of the material, 

i.e. D = EQE + P. Finally, the dielectric constant of the material e is 

defined by D = eE, thus 
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Ey*0: 

I    I 
Average y separation = d 

z, Bo r 
ExBdrift 

Figure 2.2 Applying a static electric field E perpendicular to Bo causes a 
dielectric response in the plasma by displacing charges relative to each 
other in the direction of E. 
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£ = £ö + neldl/IEI (2.1) 

This type of analysis is commonly used in introductory electromagnetics 

texts [e.g. Paul and Nasar, 1987] to explain the dielectric behavior of 

solids, and the picture is useful over a wide band of frequencies. The 

model breaks down at high frequencies, where the dielectric "constant" 

becomes frequency dependent. 

In plasmas, the dielectric response is very dependent on frequency 

due to the various fundamental frequencies in the plasma such as the 

plasma and cyclotron frequencies. It follows then that plasma textbooks 

do not use the polarization model reviewed above to find the dielectric 

function for plasmas. As we will show, it turns out that the analogy with 

dielectric solids does predict the dielectric response of a magnetized 

plasma at frequencies well below the plasma and cyclotron frequencies, 

in the regime of Alfven waves. We choose this approach since it is not 

commonly used in the literature and it does provide some useful insights. 

Our main job now in finding the low frequency polarizability of a 

magnetized plasma is to find the average total displacement (labeled d in 

Figure 2.2) between ions and electrons after an electric field is imposed. 

To do this we can solve the equations of motion for a single ion in the 

presence of static magnetic and electric fields. Using the field directions 

shown in Figure 2.2, 

dvx _ qi D ., 
-#-m?Wy (2.2a) 

and 

-^- = ^EyBoVx) (2.2b) 
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Eliminating vy gives a second-order equation for vx: 

dt2       l\Bo   Vxl (2.3) 

Equation 2.3 has the general solution 

v3lt) = Asm(nit) + Bcos(Qit) + (Ey/Bo) (2.4) 

This may now be substituted into (2.2a) to find vy(t): 

Vy(t) = Acos {&$) - Bsin (ß,tf) (2.5) 

If we require 1^(0) = vy(0) = 0 then A = 0, B = -Ey/BQ.   Finally, we can 

integrate the velocities and impose x(0) = y(0) = 0 to obtain: 

Ev 

Bo \    A / (2.6a) 

B0   Qi (2.6b) 

Equation 2.6a shows that the ion gyrates at the cyclotron frequency 

ßj with a radius p =Ey/(Bo^i). Notice that this is the "usual" gyroradius 

with the thermal velocity vth replaced by the ExB drift velocity. 

Superimposed on the gyro motion is the ExB drift, represented by the 

first term in Equation 2.6a. Our main interest is in the first term in 

Equation 2.6b. That is the term which remains after averaging over the 

fast cyclotron motion, leaving an offset in the $ direction equal to one 

"ExB gyro radius." This offset is proportional to Ey, and is the 

polarization effect we are looking for.   We can now substitute I d I = 

EyHBQQj) into Equation 2.1 to obtain: 

e = £o + nmi/B0
2 (2.7) 
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It is important to remember that (2.7) was derived assuming that the 

applied electric field is perpendicular to BQ. Our simple analogy with 

dielectric solids breaks down for electric fields parallel to BQ, although we 

can correct this problem, as we will show later. We have neglected the y 

displacement of the electrons because it is smaller than the ion 

displacement by me/mi, as is evident from Equation 2.6b. 

Now consider an electromagnetic plane wave propagating along BQ£ 

with a /-directed electric field and a perturbation magnetic field 

associated with the wave in the -£ direction. What is the phase velocity of 

such a wave? In this case we can use the simple relation 

Vph;=m (2.8) 

Combining (2.7) and (2.8) shows that electromagnetic waves propagating 

along B0 travel at the Alfven velocity, i.e. vph = V^, where 

Y/ionm; (2.9) 

We have assumed that V/p « c2, which is true in the ionosphere. 

To summarize, a low frequency electromagnetic wave traveling 

along the background magnetic field in a plasma polarizes the plasma by 

displacing the ion gyro orbits in the direction of the wave electric field. 

This interaction leads to a high refractive index n = c/V^. In the 

ionosphere, n is typically several hundred. Some plasma textbooks 

treat Alfv6n waves by solving for the current caused by the changing 

centers of gyration of the ions. This current is known as the polarization 

current Jpo\ and can be found using Jpoi = ney. However, we cannot use y 

= vy from (2.5) because we assumed that Ey was constant in time, leaving 

only motions at the cyclotron frequency in the $ direction. That is, (2.5) is 
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accurate only to zeroth order in co. It turns out that the polarization drift 

can be found from (2.6b) when one takes the time derivative of the 

"constant" of (the spatial) integration, Ey/(B0Qi), yielding 

Jp0l = (dEy/dt)KnoVA2) (2.10) 

In effect this is a perturbation solution good to first order in o/ß^. A 

somewhat more rigorous derivation of the polarization drift can be found 

in various plasma textbooks, e.g. Nicholson [1983]. 

2.4 Oblique Propagation of Alfven Waves 

Now that we have established the basic mechanism underlying 

Alfven waves, we are ready to add another detail: propagation directions 

with a component perpendicular to B0. This is important for use in 

subsequent chapters because the Alfven waves we will study are confined 

in at least one spatial direction perpendicular to B0, either by the auroral 

oval or by individual auroral arcs. 

To begin we assume a homogeneous plasma with a background 

magnetic field B0 = B^i. We allow the propagation vector to have along-B0 

and off-B0 components: k = k^t + kzt. Thus we may assume that all field 

quantities vary as expdcot - ikxx ■ ikzz). In this case, Maxwell's wave 

equation 

VxVxE + /4)- + Jr^| = 0 
dt    c*dt2 (2.11) 

can be expressed in component form as follows: 
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x:  k?Ex - kJtzEz + icoiioJx - @^EX = 0 (2^ 2&) 

y:  (ki + £*% + iü)/Wy - ^Ey = 0 (212b) 

z:  klEz - kJizEx + icoßoJz - ^Ez = 0 (2^ 2c) 

To solve for the Alfven wave dispersion relations, we need to express 

the currents Jx, Jy, and Jz in terms of the electric field components. For 

the two currents perpendicular to BQ, JX and Jy, we can use the 

expression for the polarization current from Equation (2.10). The 

polarization current cannot operate parallel to BQ, so we need to refer to 

the particle equations of motion to find the current: 

J>z       v   -p 
dt   ~™j   * (2.13) 

The subscript j is a species index. Using Jz - nevz, we obtain (neglecting 

me«mj) 

Jz = ~^£°Eg (2.14) 

Notice that since Ex and Ey are decoupled in Equations 2.12, the two 

resulting wave modes are linearly polarized. We are now ready to 

eliminate Ex and Ez from (2.12a) and (2.12c) to find the dispersion relation 

for Alfven waves with the perpendicular electric field Ex in the same 

direction as the across-Bo component of the propagation vector, kx. The 

geometry of this case is illustrated in the top part of Figure 2.3, and the 

corresponding dispersion relation is 

£2 = *4(l + *?c2/a>2j (slow mode) 
V|l p' (2.15) 
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Oblique Propagation of Alfven Waves 

Slow Mode: k* = a?lvl 

8BV 

Ex 

ÖBV 

Ex 

ExBb 

ExBo 

\ 
wavefronts 

z, Bö 

Fast Mode: fc | = «w2/VJ| - fc| 

SB, 
 ►^y I 
| I ExBö 

Ey+ 
kSBx I ExBö 

Figure 2.3 The two Alfvön wave modes as defined by Stix [1962]. For 
typical auroral parameters the fast mode is evanescent, causing the 
meridional electric field Ex to dominate. 
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This mode is referred to in the literature either as the "slow mode" 

or the "shear mode" Alfven wave [Stix, 1962]. The term "slow mode" 

comes from the fact that (neglecting for convenience kx
2c2/o)pe

2 «1) (2.15) 

can be re-written colk = V^cos(ö), where 6 is the angle between k and t. 

The phase velocity colk becomes arbitrarily small as the propagation 

direction becomes perpendicular to BQ. Note however that the projection 

of the phase velocity along BQ is always V^. The reason for the term 

"shear mode" can be seen in Figure 2.3. Since the perpendicular electric 

field is along af, the plasma will ExB drift along y\ But the direction of the 

drift reverses in alternating phases of the wave as one moves along £, 

causing the ExB drift to be sheared. 

When the electric field is in the $ direction, the ExB drift is along £, 

and from the bottom part of Figure 2.3 one can see that there is a non-zero 

divergence or compression in the ExB drift. For this case the Alfven 

wave is referred to as "compressional" or "fast." We will use the latter 

term. The dispersion relation follows directly from (2.12b): 

ki=4£--k* (fast mode) 
Vi (2.16) 

The interesting thing about (2.16) is that if kx is larger than co/V^, kz 

becomes imaginary.     Thus  the  fast mode  is  evanescent  at low 

frequencies, much as an electromagnetic wave in a waveguide cannot 

propagate below the cutoff frequency.  This phenomenon lends insight to 

the auroral ionosphere.  Structuring in the aurora is usually in the N-S 

(or meridional) direction, with the arcs and associated electric potentials 

elongated in the zonal (E-W) direction.  To a first approximation we can 

ignore zonal variations and choose ^ = 2n/kx to be between 1 km (roughly 

the minimum meridional thickness of an auroral arc) and 1000 km (the 
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width of the auroral oval). Using typical ion densities in the ionosphere, 

we find that Alfven waves contained in the auroral oval are below the fast 

mode cutoff for f= co/2^1ess than 1 Hz. In other words, if we assume that 

the wave properties do not vary in the zonal direction, the result is that 

the normal mode with a zonal electric field cannot propagate, leaving 

only the meridional electric field in the slow mode. Spacecraft 

measurements confirm that the meridional electric field is dominant in 

the aurora, although to be sure most studies assume that this field is 

quasi-static. One of our goals is to find the relative importance of static 

versus Alfvenic electric fields. We will find in Chapter 4 that if we 

include the effect of collisions, the slow and fast modes are coupled, and 

slow mode Alfv6n waves propagating into the auroral ionosphere from 

above will drive the fast mode in the E-region, giving a non-zero zonal 

electric field (but which is still much smaller than the meridional 

electric field). 

2.5 Kinetic Alfven Waves and Parallel Electric Fields 

There has been quite a bit of interest in the slow mode Alfven wave 

(2.15) because it has associated with it an electric field parallel to BQ. AS 

mentioned in Section 2.2, parallel electric fields are known to play an 

important role in one of the still unsettled problems concerning the 

aurora: the acceleration of auroral electrons through a large potential 

drop, often as much as 10 kV or more. Since ideally the conductivity 

parallel to BQ is infinite in a collisionless plasma, it is difficult to explain 

the presence of such a large potential drop for tens of minutes, which is 

roughly the lifetime of auroral arcs. Alfven waves have been considered 

as a source of parallel electric fields because a finite parallel conductivity 
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is not required to maintain a parallel electric field. Ez is created as a 

result of the inertia of the electrons which carry the current Jz. This can 

be shown from the £ component of Ampere's Law, using (2.14) to 

eliminate Jz in favor of Ez: 

rtorx5v — 
< Ez 

*x y~ C2    co (2.17) 

The electron mass and therefore the inertial effect is contained in 

the electron plasma frequency o)pe. The term "kinetic Alfv6n wave" is 

used to describe waves for which kx is large enough so that electron 

dynamics along BQ affect the phase velocity of the slow mode, and allow 

for finite Ez as indicated in (2.17). Unfortunately, if we assume co = 2n/(10 

minutes) as a representative auroral arc frequency, then inserting even 

"optimistic" values into (2.17) will not yield nearly enough of a parallel 

electric field to explain electron acceleration in auroral arcs. However, 

C. Seyler [personal communication, 1990] has suggested that the 

electrons associated with an arc drifting in the meridional direction with 

velocity Vj will experience an effective frequency co = kxVd. The 

electromagnetic skin depth c/cope is representative of the smallest 

horizontal scales associated with auroral arcs ( - 1 km) so setting Xx = 

c/cOpe allows us to estimate an upper limit for Ez using (2.17), 

Ez = VdBy (2.18) 

A typical arc drift in the ionosphere is a few hundred m/s, and when 

mapped up to the electron acceleration region it is near 1 km/s. 

Spacecraft routinely measure zonal magnetic fields of a few hundred nT. 

Thus a hundred uV/m parallel electric field is possible in a drifting arc. 

This electric field must be maintained over at least 10,000 km to obtain kV 
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potential drops, which is possible. At present the debate over the auroral 

acceleration mechanism is continuing, and the importance of Alfv6n 

waves versus other mechanisms has yet to be established. 

So far in this review of Alfv6n waves we have assumed that the 

electrons are cold. However, this assumption breaks down when the 

thermal velocity of electrons vth is fast enough so the electrons can shield 

parallel potential variations. This requires that vth » V^, or equivalently 

ß » me/rrii. (ß is the ratio of the electron pressure nkTe to the magnetic 

field pressure B^llfiQ.) When this is satisfied the electrons will adjust to 

the wave potential 0 according to a Boltzmann distribution: 

ne = nvexp(.e$lkTe) (2.19) 

For small 0 we can expand this and differentiate with respect to z to 

obtain 

■£-*AIKT. (220) 

We're interested in small horizontal scales (as we will see in the result), 

so we can neglect kz « kx in the equation of current continuity 

dt (2.21) 

which results in 

•ikyJx as icoCSn^e (2.22) 

We can use the polarization current from (2.10) to eliminate Jx, and (2.20) 

to substitute Ez for 5ne, which gives 
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Ez = - kxkzp?Ex (2.23) 

where pi = cs/ßj is the ion gyro radius. Finally, this combined with 

(2.12a) gives the dispersion relation for kinetic Alfv6n waves with ß » 

jne Imji 

This dispersion relation was derived by Hasegawa [1977] and was 

applied to the aurora by Goertz and Boswell [1979]. Notice the similarity 

to the cold plasma dispersion relation in (2.15), with the ion gyro radius 

Pi replacing the electromagnetic skin depth cl Ope as the horizontal length 

scale at which the phase velocity is significantly different from the plane 

AlfV6n wave case, and also the scale at which the parallel electric field 

becomes important. However, a large kx causes an increase in the phase 

velocity colkz in (2.24), but a decrease in (2.15). 

To estimate the electric field let kxpi = 1 in (2.23), which corresponds 

to Alfv6n waves with horizontal scales on the order of 1 km. In this case 

Ez/Ex = kzlkx. If we assume as before a drifting arc which generates in 

the arc frame a frequency co = kxVj then Ez/Ex = V^HlV/^. 

Perpendicular electric fields of hundreds of mV/m, arc drifts of 

hundreds of m/s, and Alfvön velocities appropriate for a low density (ne ~ 

100) hydrogen plasma can produce parallel electric fields on the order of 

100 p.V/m, just as in the cold plasma case. If Alfv6n waves associated 

with drifting arcs are responsible for auroral electron acceleration, then 

the mechanism should be able to operate over a range of temperatures. 

In particular, we have shown that the cases ß = 0 and ß » me/mi can 

generate similar parallel electric fields.   However, in obtaining this 
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result we have assumed in the cold plasma case that Xx = c/cope, and in 

the warm case that Xx = p/. (The cold approximation is probably more 

relevant for auroral acceleration.) For nominal parameters the proton 

gyroradius in the acceleration region is roughly a factor or 10 smaller 

than c/cOpg, and one can compare (2.23) and (2.17) with the aid of the 

appropriate dispersion relations (2.15 and 2.24) to find EZtCOi^lEz>warm « 

c2/(ope
2pp. Thus for a fixed horizontal scale the electric field in the cold 

plasma case is larger. We have not treated the intermediate case 0 < ß < 

mjirii, but it is reasonable to assume that the magnitude of parallel 

electric fields from waves in this regime would fall somewhere between 

the cases we have studied. 

2.6  Alfven Waves and Magnetosphere-Ionosphere Coupling 

The simplest (and often entirely sufficient) approach to M-I coupling 

comes from thinking of a voltage generator in the magnetosphere (e.g. 

the MHD generator from the solar wind-magnetosphere interaction) 

applying an electric field Ej_ which maps to the ionosphere and drives a 

Pedersen current in the ionosphere JL = GpE± where Cp is the Pedersen 

conductivity. (These relationships will be discussed in more detail in the 

next chapter). Any horizontal divergence of this current in the 

ionosphere must be closed by field-aligned currents to and from the 

magnetosphere as required by current continuity (see Section 3.6). 

This simple model breaks down for many reasons. Vickrey et al. 

[1986] found that at horizontal scales between 3 and 80 km the 

magnetosphere acts more like a current source than a voltage source. 

This has important consequences concerning the boundary conditions 

appropriate for simulations of M-I coupling, as discussed by Lysak [1986]. 
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Weimer et dl. [1985] simultaneously measured electric fields at two 

altitudes with the DE 1 and 2 spacecraft and found that even for static 

electric fields, field line mapping in the collisionless region above the 

ionosphere is ineffective for horizontal scales below 100 km. This result 

stems from the presence of the parallel electric fields and the 

requirement that static electric fields must be curl-free. In this thesis we 

will discuss other complications in the simple coupling model above 

which result from neutral winds in the ionosphere and time varying 

electric fields. 

Mallinckrodt and Carlson [1978] were among the first to realize that 

any changes in either the magnetospheric generator or ionospheric load 

must be communicated along magnetic field lines by Alfven waves. They 

modeled the wave as it propagated towards the ionosphere through the 

changing refractive index which results from the Earth's dipole 

magnetic field and the increasing plasma density. The ionosphere is 

treated as a slab of conducting material characterized by its integrated 

conductivity Zp that causes a reflected wave resulting from the mismatch 

between Sp and the intrinsic impedance of Alfv6n waves above the 

ionosphere. They also pointed out that incident and reflected Alfv6n 

waves with small horizontal scales will only interfere close to the 

ionosphere, because plasma convection will carry the reflected wave 

away from the incident part. 

Goertz and Boswell [1979] looked in detail at the front edge of an 

electric field pulse applied suddenly in the magnetosphere. They showed 

that such a pulse will propagate at the Alfven velocity and that a parallel 

fringing field will exist at the leading edge of the pulse. If the pulse 

reflects enough times between the ionosphere and magnetosphere it can 
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repeatedly accelerate electrons. Lysak and Carlson [1981] showed that for 

Alfven wave pulses with typical parameters, electrostatic ion cyclotron 

wave turbulence can cause large effective collision frequencies along B in 

the magnetösphere. Lysak and Dum [1983] included the effects of this 

turbulence in a time-dependent MHD simulation of Alfven wave 

propagation and found that a magnetospheric region of wave turbulence 

can support parallel electric fields and decouple the magnetospheric 

generator from an ionospheric load. This decoupling may be a useful 

idea in explaining the fact that arcs are often found to drift at a velocity 

not equal to the ExB drift velocity in the ionosphere. Lysak [1986] further 

improved on these MHD simulations by dynamically changing the 

conductivity of the ionosphere as a result of energetic electrons incident 

from above, creating a feedback effect between the magnetösphere and 

ionosphere.. 

Tests of these competing and complimentary theories are suffering 

from an absence of experimental data pertaining to the relative 

importance of quasi-static and electromagnetic coupling. One of the 

primary goals of this thesis is to fill this experimental gap. 



CHAPTER 3 

MEASURING ENERGY COUPLING BETWEEN THE 

MAGNETOSPHERE AND HIGH-LATITUDE IONOSPHERE 

3.1 Introduction 

Energy is efficiently transferred between the solar wind- 

magneto sphere system and high-latitude ionosphere because of the 

geomagnetic field Bo = Boi. The magnetic field facilitates energy 

exchange in two ways. First, in the absence of electric fields 

perpendicular to Bo the field lines constrain charged particle motion to 

the £ direction, and in this chapter we will show, in agreement with 

previous work (e.g. Foster et al. [1983]), that the resulting field-aligned 

flux of kinetic energy integrated over the high-latitude region can exceed 

lOio W. The second mode of energy transfer is electrical. Magnetic field 

lines act as "wires" that carry electrical current to the ionosphere, where 

Joule heating in the dense, partially ionized medium dissipates the 

incident energy. Vickrey et al. [1982] showed that although the daily 

averages of the energy flux from particles and Joule heating are 

comparable in the auroral oval, there is a tendency for the two to be 

anticorrelated. Based on Chatanika incoherent scatter radar 

measurements, those authors found the morning sector (westward 

electrojet) particle energy deposition rate to be generally larger than that 

in the pre-midnight sector eastward electrojet. The Joule heating rate 

has the opposite asymmetry about midnight. 

32 
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This tendency for anticorrelation has one straightforward 

explanation. Where the particle flux is relatively energetic, as it is in the 

morning sector as compared to the evening sector, ionization is produced 

at lower altitudes. At these altitudes the conductivity tensor is such that 

electric fields and associated currents are mostly perpendicular to each 

other, which limits the Joule dissipation JE. (We will discuss the 

conductivity tensor in detail in the next section.) When precipitating 

electrons are less energetic, they increase the plasma density at 

somewhat higher altitudes, where J and E are more nearly parallel. 

Thus, less kinetic energy deposition leads to more Joule dissipation 

[Kelley et al, 1990]. 

This interrelationship is likely more than coincidental. It is 

reasonable to expect that the ionosphere/magnetosphere system operates 

in a feedback mode. For example, Joule heating requires field-aligned 

currents, and when these currents exceed a certain threshold various 

plasma waves can become destabilized. The waves may then convert 

electrical to kinetic energy through wave/particle interactions, which 

might explain the anticorrelation between kinetic and electrical energy 

deposition rates in the ionosphere. 

The possibility for such an important interrelationship between 

electrical and kinetic energy input to the ionosphere is one of the reasons 

for the study we have conducted. In addition, on a global scale Joule 

heating is thought to be larger than particle energy deposition because it 

is spread over a wider range of latitudes. In the summer polar cap, for 

example, when Bz is southward, considerable Joule heating occurs while 

any particles that precipitate are generally soft. It is crucial therefore to 
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develop remote sensing techniques to determine the Joule heat input to 

the upper atmosphere. 

Sensing of particle precipitation is straightforward and is regularly 

performed by polar orbiting spacecraft. The electromagnetic input, on 

the other hand, is not routinely monitored and its estimation usually 

requires severe approximations such as neglect (or very simplistic 

modeling) of the atmospheric wind; e.g. Vickrey et al. [1982]. In this 

chapter we show that the electromagnetic energy flux into the 

atmosphere can be reliably measured remotely by polar orbiting 

spacecraft at altitudes in the range 400-1000 km using the vertical 

component of the Poynting flux, and we present examples of its 

measurement using both the HILAT satellite and a sounding rocket. 

Since this measurement is of a local quantity, no assumptions are 

required concerning the relative orientation of the spacecraft velocity and 

current sheets such as are needed in determination of Birkeland 

currents. Moreover, knowledge of the ionospheric conductivity and 

conductivity gradients are not necessary for the measurement of the 

energy input. 

The concept of the Poynting flux as a diagnostic tool in the study of 

time-varying electromagnetic waves is well established. As discussed by 

Feynman et al. [1964], under certain circumstances the Poynting flux 

provides a valid conceptual measure of energy flow even for steady or DC 

electric and magnetic fields. In Section 3.2 we give a brief derivation and 

a discussion of the concept as applied to geophysical systems. We show 

that a local measurement of (5E±x8B±)/^o at typical ionospheric satellite 

altitudes yields the local electromagnetic power input to the Earth's 

atmosphere.   It is important to note that no geometric assumptions are 
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necessary to find this quantity, unlike those required to determine, say, Jz 

from magnetic field measurements along a trajectory. That is, although 

fioJg can in principle be found from dByldx - dBJdy, one must in practice 

neglect the y derivative for a satellite moving in the af direction. The 

Poynting flux technique can also be used to detect energy flow out of the 

Earth's ionosphere, which can occur where a neutral wind dynamo is 

present. 

While measurements of kinetic and electrical energy flow between 

the magnetosphere and ionosphere are not new, the various methods 

used have their own advantages and problems which until recently have 

not been carefully compared. In this chapter, Sections 3.3 and 3.4 are 

devoted to a discussion of two methods for measuring the electrical 

energy flux at high latitudes. Later in the chapter we will present energy 

flow calculations using data from the HILAT satellite and from a 

sounding rocket. Our purpose will not be to present an exhaustive survey 

of energy flow measurements from spacecraft, but rather we will develop 

and compare techniques for doing so. We begin with a discussion of the 

theory behind these methods. 

3.2 Techniques for Measuring Electromagnetic Energy Flow Between the 
Ionosphere and Magnetosphere 

A satellite such as HILAT, with the capability to measure electric 

and magnetic fields simultaneously, can be a very useful tool to monitor 

the rate of electromagnetic energy flow into or out of the ionosphere at the 

magnetosphere-ionosphere   interface.       However,   as   with   any 

measurement of a physical parameter, the process is imperfect and we 

must anticipate the various complications and errors which will arise. 
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We will begin with a simple model of the magnetosphere/ionosphere 

energy exchange. We limit our discussion to high latitudes, so we can 

assume that the geomagnetic field Bo is vertical. In this chapter we will 

assume that the energy sources are constant in time, but we will relax 

this requirement in Chapter 4. And we will first treat the case in which 

there is no neutral wind. 

In the static case, the amount of electromagnetic energy generated 

or dissipated in some volume V is the Joule dissipation: 

■III W= IN J-EdV 
,v (3.1) 

The plasma fluid equations allow us to relate the current density J and 

electric field E through the conductivity tensor a: 

where 

J = a-E (3.2) 

cp   OH    0 
a = | -OH   op    0 

0      0     ob / (3.3) 

and 

V0^ 0b = S)X-^ 

<3> = So£   n       2 

j   V (3.4a) 

j rf + ty (3.4b) 

OH = eoZ, 
j 4 + ty (3.4c) 
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jr is a species index and Co, 0p, and CH are known as the direct (or 

specific), Pedersen, and Hall conductivities respectively. We will derive a 

generalized version of «j in Chapter 4 which allows for time variation of 

field quantities. 

Although (To is generally much larger than cp or GH » the field- 

aligned electric field Ez is much smaller than Ex and Ey for the range of 

physical parameters that are of interest to us, and we can safely neglect 

the dissipation term JZEZ. One consequence of the small electric field 

parallel to Bo is that the perpendicular fields are approximately constant 

along Bo. This allows us to carry out the z integration in (3.1) to obtain 

-Jj^ + J^ W=|| ZP[E£ + E$)dxdy 
(3.5) 

where 

he 
Lp = I Opdz 

'ionosphere (3.6) 

Equation (3.5) can be used to estimate the energy dissipated in the 

ionosphere. Since the electric field maps along Bo, it can be measured 

either by satellites or sounding rockets in or above the ionosphere, or by 

high altitude balloons since the electric field maps into the lower 

atmosphere [Mozer and Serlin, 1969]. Zp is more difficult to determine 

since it requires altitude profiles of the plasma and neutral atmosphere 

densities. Ionospheric plasma at high latitudes can be produced by 

electron precipitation from the magnetosphere in an unpredictable and 

time dependent manner, and once produced the plasma can quickly 

convect away.   Thus without a direct measurement from an incoherent 
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scatter radar, for example, estimates of Zp are limited by poor knowledge 

of the plasma density. 

Poynting's theorem can be used to eliminate the need for a Zp 

estimate in ionospheric energy deposition measurements as long as the 

magnetic field can be measured at the same time as the electric field. We 

give a formal derivation of Poynting's theorem and an example of its 

application to energy dissipation in a simple resistor in Appendix A. 

Poynting's theorem states that 

W= | I   S.<ff- I I I  IJ.E + E-0— + H-a— )dV 
dt dt 

fA (3.7a) 

where S = (ExB)/^o, the vector dS is normal to an element of surface area 

and points into the volume V everywhere, D is the electric flux density, 

and H is the magnetic field intensity. In the case of DC energy flow, dldt= 

0 and thus 

W= I I   S ds=l|| J-EdV ■1 'A "Jv (3.7b) 

For our application to the problem of magnetosphere-ionosphere 

coupling, we first consider the volume enclosed by the surface of the 

Earth and a "cap" covering all latitudes above say 50 degrees. The cap is 

located at an altitude that is not crucial but which is between 400 and 1000 

km. (Below,we assume that it is the HILAT satellite's orbital altitude of 

800 km.) This height is chosen to be high enough that particle collisions 

are rare but below any region of significant field-aligned electric fields 

associated with the aurora. 
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We assume that the zonal component of the perpendicular electric 

field goes smoothly to zero at the boundary of this region, that the 

magnetic field lines are everywhere vertical, and we ignore curvature of 

the magnetic field lines over this height range. The volume of interest, 

shown in Figure 3.1, is then bounded by the high altitude cap, Si, the 

surface of the Earth, S2, and the surface S3 linking the cap and the Earth. 

Since the Earth is a good conductor the electric field vanishes on S2 and 

the Poynting flux is zero across it. If no thunderstorms are located near 

the boundary then we can assume that the fair weather electric field is 

vertical and the Poynting flux across S3 is also zero. This implies that the 

entire electromagnetic power dissipated in the volume may be found by 

integrating the Poynting flux across Si. Since Si is perpendicular to Bo, 

the power input to the Earth's atmosphere in the high latitude zone is 

given by 

W = k\\ (E-LX5BJ-^ 
'Si . (3.8) 

where E± is the perpendicular electric field on Si and 5B^is the deviation 

of the total magnetic field from the undisturbed value in the plane 

perpendicular to Bo- 

We now argue that the cross product of these two quantities gives the 

local value of the energy flow rate into the atmosphere. Consider an 

infinitesimal element of the surface Si and the volume it subtends 

between Si and the Earth. The contribution at the Earth vanishes as 

before. Since we know that the flow in the high altitude ionosphere is 

incompressible, it follows that the integral of (Ejx5Bx)d£ over the sides 

of the volume vanishes there. Furthermore, since large scale DC electric 

fields map without distortion along field lines into and through the E 
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Equator 

Figure 3.1 Si is the surface through which magnetospheric Poynting 
flux S enters the upper atmosphere. S2 is the Earth's surface, which is a 
good conductor and therefore requires E^ = 0 and hence S = 0. Assuming 
that the magnetic field lines are straight and vertical, and the fair 
weather electric field is vertical implies that S-zfs = 0 where its is a unit 
vector normal to the surface S3. 
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region and vertically deep into the atmosphere [Mozer and Serlin, 1969], 

where they go smoothly to zero near the Earth's surface, the integral of 

(E±x8B±)d£ vanishes on these edges as well. 

This discussion of the amount of Poynting flow across various 

surfaces of the volume in Figure 3.1 is necessary because we need to 

establish that by integrating the Poynting flux across the high altitude 

surface Si we are actually measuring a divergence in the Poynting flux - 

i.e. Poynting flux is entering the ionosphere from above, but it can't 

"escape" from the sides (S2) or through the Earth's surface (S3). A single 

measurement of Poynting flux alone can be meaningless. For example, 

imagine placing a net electrical charge on the surface of the Earth, 

which would cause a radial electric field. At the magnetic equator the 

Earth's dipole field Bo crossed into the radial electric field gives a non- 

zero Poynting vector S. However, if we integrate S over any closed surface 

we find no divergence and therefore no net dissipation or generation of 

electrical power, as we can see from the definition of S with the aid of a 

vector identity: 

//oV-S = V -(EXBO) = B0- (VxE) - E- (VxB0)    . (3.9) 

In the case at hand VxE = 0, VxB0 = HQJ = 0, and V-S = 0. Only when 

there is a non-zero current J can there be a net divergence of Poynting 

flux for a steady state system. We will show with a specific example in 

Section 3.6 that Poynting flux into the ionosphere is associated with 

Birkeland (field-aligned) currents that close as Pedersen currents. 

3.3 The Role of the Neutral Winds in Energy Flow 

Thus far we have assumed that all of our measurements are made 

in the Earth-fixed reference frame and that the neutral wind is zero. We 
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have presupposed an externally applied electric field and studied the 

energy dissipated in a conducting ionosphere. If the neutral atmosphere 

is in motion however, it can also be a source of electric current and 

Poynting flux. In fact if we examine the case with an external medium 

acting as a passive load with an effective height-integrated conductivity 

EE, a wind generated current source yields an upward Poynting flux 

above the ionosphere, and the integral of (Ex5B)d§ over the surface of the 

external load is equal to the volume integral of JE within the load. In 

this case JE < 0 in the ionosphere, indicating that the neutral wind in 

the ionosphere is acting as a generator and supplying electrical energy to 

the external load. Even when the ionosphere is acting as a load, the 

neutral wind affects its interaction with any external energy sources. We 

will look at two examples of an ionospheric load with a neutral wind. 

For the first example consider an external generator which applies 

an electric field EQ across geomagnetic field lines. The generator is not 

ideal and has associated with it an internal conductance which we model 

as a thin strip extended in y characterized by GQ (mho/m) such that the 

potential across it and current density through it are related by VGQ -1 

(A/m), as shown in Figure 3.2. Magnetic field lines connect the 

generator to an ionospheric load region with height-integrated 

conductivity Zp and constant neutral wind Uy. We will treat the 

ionosphere as a simple slab, with Zp - 0 outside of the gray region. The 

current density in the £ direction is given by Jx = Gp(Ex + UyBo) (A/m2) in 

the ionosphere, and in the generator by (Ex -EQ^GQ (A/m) where d is the 

width of the system in the £ direction. Current continuity requires 

7=111= Zp(Ex + UyBo) = (EG - Ex)dGG (A/m) (3.10) 
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Figure 3.2 Cross-section in the meridional plane of a simplified model 
illustrating the effect of neutral winds on ionospheric dissipation of 
magnetospherically applied electric field energy. 
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with the direction of I shown in the figure. The perturbation magnetic 

field at the center of the diagram, which is assumed to be very far from 

the cross field currents at either end, is SB = /lo/y. The Poynting flux 

measured in the Earth-fixed frame is thus S = Ex5B//xo = ^pEx(Ex + 

UyBQ)lt. 

With (3.10) we can solve for Ex = (dEGOö - UyBoZpMZp + dcG) which 

allows us to write the Poynting vector as 

[doG + ZpJXZp    d°G ) (3.11) 

Clearly for large CG the external source will dominate and the Poynting 

flux will be downward. Likewise for EQ = 0, electrical energy generated 

by the neutral wind will flow upward. 

The £ component of the Poynting vector is equal to the height- 

integrated value of JE in the ionosphere 

JJ E dz = Ip Ex (Ex + Uy Bo) 
ionosphere (3.12) 

JE is the Joule dissipation when measured in the frame of the neutral 

wind, but in the present case we have written the electrodynamic 

quantities in a frame with a non-zero wind.   We will now discuss the 

meaning of the quantity JE in the presence of a neutral wind. 

As long as the wind velocity is non-relativistic, the frame in which 

the magnetic field is measured does not matter.   This can be seen from 

the equations which transform electric and magnetic fields from the 

neutral wind frame (primed coordinates) to the Earth-fixed frame (not 

primed), where the neutral wind velocity is U: 
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E=E + UxB (3.13a) 

B=B (3.13b) 

We have neglected UxE/c* « B. A discussion of these transformations 

can be found in Chapter 2 ofKelley [1989]. Equation (3.13b) implies that J' 

= J. With these transformations we can write the Joule dissipation J'E1 

in the Earth-fixed frame as J(E + UxBo). A vector identity allows us to 

write this as 

JE = JE1 + U-(JxBo) (3.14) 

hence in a frame where the neutral wind is non-zero JE can be 

interpreted as the Joule heat plus the work done on the neutral wind by 

the JxB force. 

To summarize, in the presence of a neutral wind the Poynting flux 

measured by a satellite can determine the amount of energy flowing into 

or out of the ionosphere. If the neutral wind is acting as a generator, 

some of the energy will be dissipated by the ionosphere and the Poynting 

flux will measure only the net outward energy flow. Nonetheless, it is 

this very exchange of energy which is crucial in the study of 

magnetosphere-ionosphere coupling. 

A potentially confusing aspect of Poynting flux measurements is the 

fact that their value depends on the reference frame in which they are 

measured. From Equations (3.13) we can see that the magnetic field does 

not change with reference frame but the electric field depends on the 

velocity of the measuring platform. We will consider one additional 

example which will help to clarify the reason for this. 

Consider two ionospheres in conjugate hemispheres connected by 

the geomagnetic field Bo.   Figure 3.3 shows the configuration with the 
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Figure 3.3 Cross-section in the meridional plane of a simplified model 
illustrating the interaction of neutral wind dynamos in conjugate 
hemispheres. 
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field lines straightened into a rectangular geometry. The two 

ionospheres are labeled "1" and "2" and each has its own height- 

integrated Pedersen conductivity Lpt j and neutral wind Uy> j where j 

indexes the ionospheres. The conducting region is limited in the £ 

direction to a width d, and outside of this region we assume zero 

conductivity. All quantities extend infinitely in the $ direction as before. 

The neutral winds will carry plasma across geomagnetic field lines 

and in general will create some electric field Ex which will in turn drive 

currents in both ionospheres given respectively by 

J*j = <*j<Mx+UyjBo) (3.15) 

Current continuity at the edges of the conducting troughs requires two 

infinite sheet currents 

I = -Zp,i<ßx + Uy, iJ30)2 = Zp,2(Ex ■+ Uy,2Bo)2 (3.16) 

where again I has units of A/m. This allows us to calculate the electric 

field as a function of the Uy: 

E       (Zp,iuy,i + Zp,2Uy,2)B0 

Zp,\ + £p,2 (3.17) 

Using this with (3.16) allows us to solve for magnitude of the sheet 

currents: 

Electric fields and winds cause the ionospheric plasma to collide 

with neutral atmosphere particles which results both in increased 

temperature and changes in the bulk velocity of the neutral wind. The 

electromagnetic coupling between the two ionospheres will act to cause 
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the neutral winds to be equal eventually. If enough time passes so that 

they become equal, no current will flow between the two hemispheres, as 

we can see from (3.17). 

In the case for which Uy>i = 0, the Ex generated by Uy>2 will act to 

accelerate the neutral wind in ionosphere "1" and the resulting drag on 

Uyj will slow it down. In the Earth-fixed frame it is natural to think of 

"2" as a generator and "1" as a load. Of course this is entirely dependent 

upon reference frame. If we happen to be traveling along with the 

neutral wind in "2" then the now non-zero wind in "1" will cause JJy>2 to 

accelerate, and the role of generator and load are reversed. 

We will now calculate the Poynting flux that would be measured by a 

spacecraft flying between the two ionospheres. The magnetic 

perturbation caused by the current sheets is 5B = \i(ß.$ and thus 

(assuming Zpj =Zpf2 for simplicity) the resulting Poynting vector Ex8Hy£ 

can be written 

&- 4 z (3.19) 

Equation (3.19) tells us that if one of the ionospheres has zero neutral 

wind then the Poynting vector is directed towards it. This is consistent 

with the fact that a zero velocity neutral wind also has zero bulk kinetic 

energy. Thus any plasma motion driven by electric fields must increase 

the kinetic energy of the neutrals, and the neutral atmosphere acts as a 

load. The neutral wind in the conjugate hemisphere acts as a generator 

and the bulk kinetic energy of the neutral wind there decreases. 

Of course in the case of an ionospheric load not all of the Poynting 

flux energy increases the bulk velocity of the neutrals, and likewise in a 

neutral wind generator not all of the kinetic energy supplied by the wind 
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appears as Poynting flux. In both cases the neutral gas and the plasma 

are heated. This leads us to interpret the Poynting vector measured 

above the ionosphere in the Earth-fixed frame as the rate at which 

electromagnetic energy from the magnetosphere is causing the neutral 

wind in the ionosphere (also measured in the Earth-fixed frame) to 

change its kinetic energy per unit area plus the rate at which that energy 

is heating the atmosphere: 

to dt 2 
' ionosphere 

pU2dz + AQ 

(3.20) 

where AQ is the heat per unit volume supplied to the atmosphere and p is 

the mass density of the neutrals. We are neglecting the kinetic energy of 

the plasma since its density is many orders of magnitude less than the 

neutral density in the ionosphere. The Poynting vector is positive when 

directed towards the ionosphere. 

The conclusion we can draw from the above discussion is that the 

Poynting vector E±xfiB±//xo measured in the Earth-fixed frame can be 

used to detect whether the neutral atmosphere below the measurement 

platform is gaining energy (i.e. is load-like) or losing energy (generator- 

like) in the Earth-fixed frame. Since the kinetic energy of the neutral 

wind depends on the velocity squared, its time rate of change depends on 

the neutral wind velocity, thus the time derivative of the kinetic energy 

and the Poynting vector are frame-dependent. 

There are two situations which can cause S = 0, namely EJL = 0 and 

SBj= 0. In the first case there is still energy exchange between the 

ionosphere and a conjugate ionosphere or the magnetosphere if we move 

to a different frame. If SB±= 0 there is no energy exchange in any frame. 
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In this sense magnetic perturbations associated with field-aligned 

currents are more indicative of energy coupling to the ionosphere than 

are electric fields. 

A disadvantage that Poynting flux measurements have is that the 

perturbation magnetic field 5B± is usually found by subtracting a model 

of the geomagnetic field Bo from the total field B measured by the satellite 

magnetometer. Since Bo is roughly 40,000 nT and perturbations from 

field-aligned currents are typically several hundred nT, small errors in 

the model can greatly affect 5B± measurements. However, model errors 

manifest themselves as DC (or low frequency) offsets in SB±, thus in the 

following section we will ignore the Poynting flux from low-frequency 

fields by high-pass filtering the data. 

3.4 Satellite Observations of Kinetic Energy and Povnting Flux 

In this section we present examples of Poynting flux measurements 

in the high latitude ionosphere. The instruments used were not 

optimized for measurement of this parameter and yet the results are 

quite reasonable. We believe that when interpreted as discussed in the 

previous section that these examples support the idea that Poynting flux 

is a useful diagnostic quantity, and we hope that other researchers 

pursue this concept with more sensitive instruments and better behaved 

measurement platforms. Since the electric fields detected are 

considerably larger than UBQ in the high latitude E region we will ignore 

neutral wind effects. 

The first two examples come from the HILAT satellite. HILAT is a 

polar-orbiting, real-time satellite which means it cannot store data on 

board.   Thus measurements are available only when the satellite is in 
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view of a ground receiving station. The data we will present were 

recorded at the station in Sondrestrom, Greenland (67° N), so each pass 

is centered about this geographic latitude. HILAT orbits at about 800 km 

with a velocity of 7.4 km/s, and it is in view of a ground station for about 

10 minutes per pass, depending on its elevation angle at closest 

approach. 

HILAT measures the vector magnetic field using a fluxgate 

magnetometer sampled at 20 s-1 and deduces the electric field from a 

cross-track ion drift meter switching between 16 and 32 s-1. We have 

averaged the data to 1.5 s-i. These and other instruments on HILAT are 

described in detail elsewhere [Potemra et al., 1984; Rich et al., 1984]. 

Since the satellite is in a high-inclination orbit (81°), its orbital velocity 

(defined to be in the £ direction) is mostly meridional. £ is taken to be 

downward, and j> completes the right-hand system in HILAT 

coordinates. The cross-track ion drift allows one to calculate the 

meridional electric field. The in-track drift component yields the cross- 

track (zonal) electric field but is only available once per second since it 

requires a sweep of the retarding potential analyzer. In the auroral zone, 

the zonal electric field is generally much smaller than Ex and adds only a 

small correction to the Poynting flux found from the meridional electric 

field alone. 

The spacecraft is gravity gradient stabilized but suffers attitude 

perturbations from thermal stress. Examples of the magnetic field data 

which we have used in the two satellite orbits presented here are given in 

Figure 3.4a and show the attitude problem very clearly. The upper panel 

shows magnetic field data obtained on Day 164, 1984. The sinusoidal 

modulation of the signal is due to one of the unfortunate attitude 



52 

HILAT Magnetic Field Data 

Deviation BSouth (dark), BWest(light)             Day 164,1984 
1000 

500 -                                                                                                         — 

nT   f\ \r   ^-'    vAPwr^rf-.     ^IJ^L\ £)W2>,. •iv • msT,    ^   />^' ni   u 
j(Xv-»J,^-*-i^     ^^^WyW"               *,*^'t\f*-tJ**-*t**^^_^ 

-500 w 
-1000  1 1 1 1 1 J          1                1                1 

UT 12:24 12:26 12:28 12:30 12:32 
Inv Lat   89.4 82.8 76.3 69.9 63.6 

MLT  13:27 11:54 11:51 11:49 11:49 

Deviation BSouth (dark), Bwest(light) Day 122,1984 
1000 ■          i          i 

500 - 

nT 0 - 

-500 - 

-1000  L-—1 1 1 1 >—  1  L      1                                  1 

UT 18:47 18:49 18:51 18:53 18:55 
Inv Lat   86.6 80.0 73.4 66.9 60.7 

MLT  16:19 16:50 16:56 16:59 17:00 

Figure 3.4a Meridional and zonal magnetic field perturbations for two 
HILAT passes. The 40 second variation in the Day 164 data and the 
longer period variation in the Day 122 data are due to attitude oscillations 
of the satellite. Superimposed on these are clear signatures of large-scale 
field-aligned currents. 
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oscillation modes of the spacecraft. Another mode is clearly seen in the 

second panel using data obtained on Day 122 of the same year. Here a 

very long period attitude oscillation is seen in the signal. 

It is clear from both satellite passes that signals of geophysical 

significance are present. On both days the spacecraft passes through 

large scale regions of field-aligned current as ascertained from the 

derivative of the magnetometer signal, ignoring the sinusoidal 

oscillations of the satellite. In the analysis below we have filtered the 

signals to remove these perturbing influences. A notch filter (order 20 

digital Butterworth) with a center frequency of .0286 Hz and a bandwidth 

of 0.01 Hz was used for Day 164; a high pass filter allowing only 

frequencies above 0.0029 Hz to contribute was used for both days. This 

necessary filtering precludes measurement of the largest scale size 

Poynting flux input to the high latitude system. 

We will see that even after filtering out the lowest frequencies in the 

HILAT data, the Poynting flux is still mostly downward, which is what 

we would expect for an ionospheric load. One reason that filtering does 

not destroy the Poynting flux measurement is that the satellite is above 

the auroral oval for only a fraction of the entire pass, therefore 

perturbations associated with the auroral oval (and which represent 

most of the Poynting flux) are above the filter cutoff. The fractional orbit 

acquisitions from a real time satellite system such as HILAT are not 

suited for fully global measurements, and we are therefore restricted to 

studies such as auroral oval crossings. The electric field after filtering 

for these two passes is presented in Figure 3.4b. 

The Poynting flux measured on Day 164 is presented in Figure 3.5a 

along with the field-aligned current and precipitating electrons in two 
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HILAT Electric Field from Ion Drift 

Esouth (light), Ewest (dark) Day 164,1984 

mVAn   0 

-30 

-60 

Esouth (light), Ewest (dark) 

mVAn   0 -' 

I I 

fl^^^V^^^ 

UT 12:24 12:26 12:28 12:30 12:32 
Inv Lat   89.4 82.8 76.3 69.9 63.6 

MLT  13:27 11:54 11:51 11:49 11:49 

Day 122,1984 

UT 18:47 18:49 18:51 18:53 18:55 
Inv Lat   86.6 80.0 73.4 66.9 60.7 

MLT   16:19 16:50 16:56 16:59 17:00 

Figure 3.4b   Meridional and zonal electric fields for the two HILAT 
passes shown in Figure 3.4a. 
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energy bands. The latter are plotted positive for downward energy flow 

since the detector looks upward. The inset shows the pass in a magnetic 

local time invariant-latitude format. The satellite was acquired in the 

polar cap and passed over the dayside auroral oval just before local noon. 

We have plotted the Poynting flux in ergs/(cm2g) to conform to the 

usual notation in presenting particle fluxes in the aurora. The power 

flux is almost entirely downward throughout the pass, with the single 

exception of a brief burst of upward flux near 12:28 UT. The average 

vertical electrical power flux during the pass is equal to 0.45 ergs/(cm2s) 

(or 0.45 mW/m2) downward, while an upper limit for the average kinetic 

power flux due to the electrons was 0.70 ergs/(cm2s). To obtain this value 

a distribution of downgoing electrons isotropic over 2iz steradians was 

assumed. Comparison of the 45° and vertical electron sensors (not 

shown here) indicate this is a reasonable assumption. Integrating along 

the trajectory yields 2100 W/m (electromagnetic) and 3300 W/m (kinetic 

energy). To give some perspective we can estimate the total power from 

both sources into the entire auroral oval region by assuming that the 

energy input is independent of local time. This yields 7.9x1 Oio W. This 

value is a lower limit since we cannot determine the Poynting flux at the 

largest scales. 

Figure 3.5b is the field-aligned current derived from dBy/dx = \ioJz 

assuming that variation in the $ direction is unimportant. Because a 

derivative is required some smoothing has been necessary. We restrict 

attention to the three shaded current sheets in the center of the figure 

and not the small variations outside this region as they may be due to the 

filter. The existence of three sheets is quite common in the noon sector 

[Iijima and Potemra, 1976].   The upward current sheet at invariant 
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latitudes below about 72° is co-located with fairly hard electron 

precipitation, as shown in Figure 3.5c, as well as convection toward the 

noon meridian. The Poynting flux near the central (downward) current 

sheet was greater than the precipitating electron energy flux, even 

assuming that the down-going particle energies are distributed over 2% 

steradians. 

It is interesting to note that the flux of soft electrons in the region of 

downward current is anticorrelated with the measured current density. 

Furthermore the precipitating electrons carry current of the opposite 

sign to that measured. A lower limit to the current carried by the soft 

electrons can be estimated by assuming that the perpendicular energy of 

the electrons is small so that they all fall within the aperture of the 

detector (6° by 4°, or 7.3x10-3 sr). The current neve due to a 1 erg/(cm2s-sr) 

flux can be found by multiplying by the angular area of the aperture and 

dividing by the estimated average energy of the electrons. The current 

caused by, say, 10 eV electrons is 0.7 uA/m2. The implication is that the 

upward thermal electron flux must have been fairly large or a 

considerable ion precipitation was occurring to counter the upward 

current from the soft electron precipitation. 

The Day 164,1984 orbit was such that the ionosphere was sunlit over 

the entire trajectory. By taking into account the solar depression angle, 

the electron density and the conductivity of the E region can be 

determined [Robinson and Vondrak, 1984]. Although it is not 

particularly important in this case, we have also estimated the 

contribution of particle precipitation to the conductivity by assuming that 

the observed electron flux has been present long enough for a steady state 

electron density profile to be reached. With this estimate for Zp and the 



58 

observed electric field from the ion drift meter we can estimate the Joule 

heating in the ionosphere and compare it to the Poynting flux as shown 

in Figure 3.6. The ratio of the Joule heating rate to Poynting flux 

magnitude in Figure 3.6c shows that the two quantities coincide roughly 

within a factor of two. The Joule dissipation estimate relies on a model 

for the neutral atmosphere to compute collision frequencies. This model 

in turn uses an estimate of the thermospheric temperature, but in 

general this parameter is difficult to determine, and this uncertainty is 

one possible explanation for the deviation from unity of the Poynting Flux 

to Joule heat ratio. 

The ratio is "spikey" in places, which is to be expected when dividing 

two noisy quantities, but we will show in Section 3.6 that the spike near 

12:27:45 UT coincides with a burst of temporally varying fields, which 

invalidates one of the assumptions allowing us to use the Joule 

dissipation in Equation 3.5. Poynting flux, on the other hand, is a valid 

way to measure energy fluxes in electromagnetic waves. It is important 

to note that in this case the Poynting flux is upwards, which means that 

the ionosphere is either reflecting or generating instead of dissipating 

energy, and this is not discernable from the Joule heating calculation 

alone. (Since we cannot measure Poynting flux on the largest scales it is 

possible that the measured upward Poynting flux is actually an upward 

perturbation on a large scale downward flux.) For these reasons and 

those discussed in Section 3.3 we argue that Poynting flux as a tool is 

superior to Joule heating estimates. However, we must qualify this 

statement for HILAT satellite measurements since the magnetometer 

resolution is about 15 nT. For small signal levels the quantization noise 
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Joule Hearing 

HILAT  Day 164,1984 
Altitude 800 km 

Poynting Flux to Joule Heating Ratio 

UT 12:24 12:26 12:28 12:30 12:32 
InvLat   89.4 82.8 76.3 69.9 63.6 

MLT  13:27 11:54 11:51 11:49 11:49 

Figure 3.6   Comparison of the Joule heating rate and Poynting flux for 
the HILAT pass shown in Figure 3.5. 
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can cause an anomalously large magnetic field (and therefore Poynting 

flux) estimate. 

Data from the second event are presented in Figure 3.7 in a format 

nearly identical to that used in Figure 3.5. As can be seen in the raw data 

in Figure 3.4a and in the smoothed Birkeland currents in the second 

panel, several current sheets were detected during this dusk pass 

through the auroral oval. This is unusual, at least as far as the 

literature indicates. All significant upward currents are co-located with 

a burst of electron precipitation and anti-sunward convection while 

downward current regions were associated with sunward flow and no 

precipitation. There was still significant Poynting flux in regions where 

the particle input was low and the Birkeland currents downward. In the 

central downward current sheet, regions of both upward and downward 

Poynting flux were found. Figure 3.8 shows this effect in an expanded 

plot of the meridional electric field, the Poynting flux, and the electron 

energy flux for the period 18:52-18:54 UT. The magnitude of the average 

electromagnetic power density over the entire pass was 0.22 ergs/(cm2s); 

the rate of kinetic energy input was 2.0 ergs/(cm2s). The integrated 

values over the pass are 980 W/m and 8900 W/m. Again we assumed an 

angular spread of 2K steradians in the kinetic energy based on vertical 

and 45° electron energy measurements. Assuming no variation of 

energy input with local time in this case gives 1.5xlOn W for the total 

electrical and mechanical power input into the auroral oval. 

In Figure 3.9 we plot the Joule heating rate, the Poynting flux, and 

the ratio of the two quantities for Day 122,1984. There appears to be good 

agreement except near 18:53 UT, where the Joule heating estimate is 

much larger than the Poynting flux.  For the periods in which magnetic 
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Esouth 

HILAT  Day 122,1984 
Altitude 800 km 

p*      — 

Total Electron Energy Flux 
50 

0 

c) Downward 

- 

t 
UT 18:52 

Invlat 70.2 
MLT 16:58 

18:53 
66.9 

16:59 

18:54 
63.7 

17:00 

Figure 3.8   Expanded view of a two minute interval during the HILAT 
pass on Day 122,1984 during which upward Poynting flux was observed. 
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HILAT Day 122,1984 
Altitude 800 km 

PoyntingFlux 

■f 0 

6? s 
-8 

b)       Downward 

Upward 
_i i_ 

Poynting Flux to Joule Heating Ratio 

UT 18:47 18:49 18:51 18:53 18:55 
Inv Lat   86.6 80.0 73.4 66.9 60.7 

MLT  16:19 16:50 16:56 16:59 17:00 

Figure 3.9   Comparison of the Joule heating rate and Poynting flux for 
the HILAT pass shown in Figure 3.7. 
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field fluctuations exceed the minimum resolution of the magnetometer, 

we attribute the disagreement between the two measurements mainly to 

errors in the conductivity estimate from the particle flux and hence in the 

Joule heating estimate. 

3.5 Sounding Rocket Observations 

As part of the 1985 NASA Greenland I campaign a Black Brant X 

sounding rocket was launched from Sondrestrom eastward into the 

dayside auroral oval and remained inside the oval for the entire upleg. 

Other results from that flight have been published by Boehm et al. [1990]. 

The measurements we present were taken during the upleg of the rocket 

flight at altitudes between 400 and 770 km. Electric fields perpendicular 

to Bo were measured with perpendicular 3 m electric field booms, and 

magnetic measurements were taken with a fluxgate magnetometer. To 

obtain electric fields below the rocket spin frequency, electric field 

measurements were fit to a sine wave at the spin frequency, then 

averaged to obtain two measurements per rocket spin period. The 

resulting sample period is 0.887 s. The measured 5E and SB fields 

perpendicular to Bo for the ascending half of the flight are shown in the 

top two panels of Figure 3.10. 

To illustrate the amount of electromagnetic power flowing between 

the magnetosphere and ionosphere during the flight we plot the field- 

aligned component of the Poynting vector in Figure 3.10c. We must be 

especially wary of the Poynting flux estimate in this case because 1) small 

errors in the geomagnetic field model can cause large errors in estimates 

of the perturbation magnetic fields used in the Poynting flux 

calculations, and 2) we cannot distinguish magnetic field perturbations 
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ENortu(dark), EEast(light) 
UCB 35.009 
Day 023,1985 

-40 

2 
Poynting Flux to Joule Heat Ratio 

UT 09:30 
Altitude (km)   421 

09:32 
638 

09:34 
750 

09:36 
759 

Figure 3.10 Data taken from a Black Brant X sounding rocket launched 
from Sondrestrom, Greenland on 23 January, 1985. The rocket traveled 
eastward along the auroral oval. (Data are courtesy of C. Carlson, B. 
McFadden, and M. Boehm at the University of California, Berkeley.) 
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due to large scale current systems from an error in the zero order 

magnetic field model. We can detect the associated electric field however 

since there is no zero order electric field. This effect almost certainly 

explains the large difference between the Poynting flux and ZpE±% early 

in the flight where E * 0 but the model subtraction yields SB « 0. The high- 

pass filter technique we used for the satellite data does not work in this 

case, because the data are taken completely within the auroral oval. 

Recall that in the satellite case the auroral oval crossing was only a 

fraction of the total duration of the pass, causing it to lie in the filter 

passband. We still have some confidence in the validity of the rocket- 

measured Poynting flux, however, because it agrees reasonably well with 

ZpE±2 as we can see from the Poynting flux to Joule heat ratio shown in 

Figure 3.1 Od. The slow trend causing this ratio to increase over the 

course of the flight could be due to an error in the perturbation magnetic 

field estimate, or to the fact that we used a constant value of Zp = 3 mhos 

throughout the flight. The rocket flew eastward into regions of 

increasing sunlight, which would cause Zp to increase throughout the 

flight. But due to the general agreement between the two power flow 

estimates we will assume that the perturbation magnetic fields are not 

too contaminated by low frequency field model errors. Notice that the 

magnitude of the Poynting flux is consistently tens of ergs/(cm2s), which 

is several times larger than the peak power fluxes from the two satellite 

passes discussed in the previous section. 

The Poynting flux is predominantly downward except for 2 short 

intervals, near 09:30:30 and 09:34:40 U.T. In Chapter 5 we will show that 

much of the electric field energy during the flight is dominated by 

standing Alfven waves. Standing waves can produce both upward and 
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downward Poynting flux during different phases of their cycle, and this 

could possibly account for the observed upward Poynting flux. 

3,6 Time-Domain Measurements of Auroral Field Impedances 

We have shown that Joule dissipation in the ionosphere implies 

electric and perturbation magnetic fields perpendicular to Bo above the 

ionosphere. In order to understand the origin of the perturbation fields it 

is helpful to consider a simple model of current closure through the 

ionosphere. In this model we assume that fields and ionospheric 

parameters such as density and collision frequencies vary in the 

meridional (af) direction only. As we will show in the next chapter, no 

variation in the zonal (3?) direction implies that the zonal electric field Ey 

is much smaller in magnitude than the meridional field Ex, and we will 

therefore neglect it. If we apply a meridional electric field Ex(x)£ above 

the ionosphere, that field will map into the ionosphere and drive a 

current J = Jx£ + Jy$. Since dldy = 0 the current continuity equation V-J 

= 0 can be written 

3* Jic 
Jz = ^\ Jxdz 

'ionosphere (3.21) 

where Jz is the field-aligned current above the ionosphere. Ampere's law 

in the region above the ionosphere is /JoJg = dBy/dx, which we can apply to 

(3.21) to obtain 

Jionosphere (3.22) 

We have assumed Ex is constant in altitude, and the constant of 

integration over x is taken to be zero to ensure that Sz = 0 in the absence of 
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Joule dissipation. As we might expect, the t component of the Poynting 

vector gives the height-integrated Joule dissipation per unit area in the 

ionosphere. The point we wish to make with this example is that a 

Poynting vector measured above the ionosphere correctly measures the 

Joule dissipation in the ionosphere because the zonal perturbation 

magnetic field By is caused by field-aligned currents which close through 

the ionosphere. 

In addition to Joule dissipation in the ionosphere, the 

electromagnetic fields above the ionosphere can be used to predict 

another useful quantity. Replacing Jx in (3.22) with EpEx gives the 

following result: 

E*=   1 
By   »QZP (3.23) 

This allows us to remotely estimate the height-integrated Pedersen 

conductivity of the ionosphere directly below the spacecraft. Again, we 

have assumed no variation in the zonal (y) direction, negligible Ey, quasi- 

static fields, and no neutral winds. 

Notice that we were able to eliminate the x derivative in (3.21), which 

means that no assumptions are necessary concerning the scale length of 

variations in x. Whether we measure fields associated with an auroral 

arc or with the entire auroral oval, (3.23) holds. However, we will show 

in the next chapter with the aid of a numerical model that (3.23) is 

violated at scales less than a few km, due to the fact the small scale 

electric fields do not map without attenuation along the geomagnetic 

field. 

In Figures 3.11 and 3.12 we plot iiQ\EJBy\ along with those same 

values multiplied by Xp as a function of time for the two satellite passes 
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Ohms 

Ho IEx/Bvl HILATDay 164,1984 

UT 12:24 12:26 12:28 12:30 12:32 
InvLat   89.4 82.8 76.3 69.9 63.6 

MLT  13:27 11:54 11:51 11:49 11:49 

Figure 3.11 Electromagnetic field impedance as a function of time 
calculated from the Day 164, 1984 data. The impedances in the lower 
panel are normalized to Up-1. 
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HolEx/B HILAT Day 122,1984 
T r 

\io\Ex/By\- Zp 

UT 18:47 18:49 18:51 18:53 18:55 
Inv Lat   86.6 80.0 73.4 66.9 60.7 

MLT  16:19 16:50 16:56 16:59 17:00 

Figure 3.12 Electromagnetic field impedance as a function of time 
calculated from the Day 122, 1984 data. The impedances in the lower 
panel are normalized to Xp-i. 
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discussed in the previous section. Deviations from unity in Figures 3.11b 

and 3.12b indicate either that our Zp estimates are in error, that one or 

more of the assumptions leading to Equation (3.23) are violated, or that, 

the magnetic field fluctuations are below the resolution of the 

instrument. In one of the cases we can identify the exact cause of the 

deviation. Figure 3.13 shows the meridional electric field plotted at the 

full time resolution of the instrument for the time period near 12:27:45 UT 

on Day 164,1984. The electric field shows a wave-like burst with a peak 

amplitude of over 100 mV/m. The coherent nature of the burst is 

indicative of temporal variation. Thus the spike in Figure 3.11b just 

before 12:28 UT can be attributed to a breakdown in our assumption of 

static fields. 

A similar increase in ^o I EJBy I over Zp-i occurs in the sounding 

rocket data, shown in Figure 3.14. As in Figure 3.1 Od, the slow trend is 

probably due to our inadequate estimate of Xp or to errors in the 

geomagnetic field model. The electromagnetic fields associated with the 

huge deviation near 09:31:30 UT have been identified as an Alfven wave 

by Boehm et al. [1990]. Thus in a least two cases, one measured from a 

satellite and one from a sounding rocket, a substantial increase in 

ßo I EJBy I over Zp coincides with temporally varying fields. In Chapter 5 

we will develop a technique which can help to determine the importance 

of time varying fields (i.e. Alfven waves) in time series data for which no 

coherent wave structures are evident. But first we will investigate the 

details of the interaction of Alfven waves with the ionosphere, which is 

the topic of Chapter 4. 
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Ex (Southward) HILAT Day 164,1984 

mVAn   0 

-100- 

-200 
UT 12:27:30 12:27:40 12:27:50 12:28:00 

Figure 3.13 Electric field during a short event measured by HILAT on 
Day 164,1984, plotted at the full time resolution of the instrument (16 s-i 
or 32 s-i). The coherent nature of the burst is indicative of time variation 
(i.e. an Alfven wave) rather that spatial structuring. 
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^0 XEJB'A • (3 mhos) UCB 35.009  Day 023,1985 je—v 

UT 09:30 09:32 09:34 09:36 

Figure 3.14 Electromagnetic field impedance as a function of time 
calculated from the sounding rocket data shown in Figure 3.10. The 
impedances are normalized to a constant value of 2Jp-i = (3 mhos)-i. 



CHAPTER 4 

A NUMERICAL MODEL OF ALFVEN WAVES INTERACTING 

WITH THE HIGH-LATITUDE IONOSPHERE 

4.1 Introduction 

If the electric and magnetic fields carrying energy from the solar 

wind and magnetosphere to the high-latitude ionosphere do not vary in 

time, we can assume that for the most part magnetic field lines are 

equipotentials, and the energy dissipated in the ionosphere is LpE% 

(neglecting neutral winds), as we discussed in the last chapter. Now 

consider time varying fields, but with frequencies less than, say, 10 Hz. 

In the magnetosphere and ionosphere these waves fall in the Alfven 

wave regime, and we have to consider wave-related behaviors like 

reflections, interference, and particle inertial effects. 

As an Alfven wave propagates towards the ionosphere, it encounters 

a steeply changing refractive index due to variations in density, 

composition, and collision frequency. The plasma density varies over 

several orders of magnitude between 1000 km and the Earth's surface, 

and at low frequencies this distance can be much less than an Alfven 

wavelength. Ion and electron collisions begin to play an important role 

below a few hundred kilometers, and below a certain altitude (which we 

will calculate later in the chapter) they control the charged particles to 

such an extent that what once was an Alfven wave above the ionosphere 

cannot now interact with the charged particles, and the wave travels 

towards the Earth's surface as a "light wave", i.e. co/k = c. Finally, since 

74 
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the surface of the Earth is a good conductor, it reflects most of the wave 

energy. The point to be taken from this description is that the amplitude 

and phase of an Alfven wave at one point depend strongly on the plasma 

characteristics at other points, and those characteristics change rapidly 

with altitude. Thus in general we need a numerical model to accurately 

describe Alfven wave propagation through the ionosphere. 

As discussed in Section 2.6, there have been many numerical 

simulations of Alfven waves traveling through the density gradient 

within a few Earth radii of the auroral ionosphere. All of these models 

treat various phenomena in the collisionless region between the source of 

Alfven waves and the ionosphere, but they treat the ionosphere as a 

single slab characterized by its height-integrated conductivity. In 

contrast, we will ignore the region above the ionosphere except to treat it 

as a source of Alfven waves. We will then model the details of the 

interaction between these incident Alfven waves and the ionosphere, with 

realistic density and collision frequency profiles. We will also find the 

conditions under which the ionosphere can be modeled as a conducting 

slab, and our results can be used to provide more realistic boundary 

conditions for simulations like those mentioned in Chapter 2. 

Turning from simulations of Alfv6n waves above the ionosphere to 

waves in the ionosphere, we find an enormous amount of literature on 

the subject. Budden [1985] is a good general reference. One of the first 

computer solutions of Alfven waves propagating through the ionosphere 

was carried out by Francis and Karplus [1960], who calculated the 

amount of ionospheric heating by Alfv6n waves at 45° latitude for 

frequencies less than 4 Hz. Prince and Bostick [1964] found the amount of 

attenuation for waves below 10 Hz as they propagate between the 
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magnetopause and the Earth's surface. These works used relatively 

coarse models of the ionospheric profile, and treated only vertically 

incident plane waves. Greifinger [1972], Hughes [1974], and Hughes and 

Southwood [1976] allowed for obliquely propagating waves and found field 

amplitude profiles and reflection coefficients for waves incident from the 

magnetosphere onto the ionosphere for a variety of ionospheric 

conditions. 

The numerical model that we develop in this chapter is nearly 

identical to that presented by Hughes [1974] and Hughes and Southwood 

[1976], although those authors dealt with wave periods of many minutes, 

while we emphasize periods of several seconds. Our main purpose for 

developing the model is to carefully compare its predictions with satellite 

measurements, which we present in Chapter 5 and which are treated by 

none of the above references. While developing the model we hope to 

emphasize an understanding of the physical reasons behind different 

features in the modeled Alfven waves. 

4.2 Derivation 

The propagation of electric and magnetic fields E and B with 

frequency co is described by Maxwell's curl equations 

VxE = -ioB (4.1a) 

VxB^E + ifE (4Jb) 

0 = <u(o) is the frequency-dependent conductivity, which for our needs 

can be derived from the linearized fluid equations of motion 
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io*j = §](v + vj><Bo)-VjVj (42) 

where j is a species index. The usual theory of cold plasma waves (see for 

example Stix [1962]) is also derived from the fluid equations of motion, but 

without the collision term. Notice that collisions can be thought of as 

creating an effective wave frequency CD' = CD - i v. We take Bo to be in the i 

direction, solve for the y,- terms and substitute into the definition of 

conductivity: 

(4.3) 

The resulting 0 has the following form: 

a = 
(4.4) 

where 

2 

00 = eoZ 
jii0>+Yj) (4.5a) 

01 = eo2. 

02 = S)X 

[{ico+Vjf + qf\ (4.5b) 

j [(ioj+Vjf + qfl (4.5c) 

Ob describes the relation between J and E when they are both parallel to 

each other, and to Bo. For co = 0 it is known as the "direct" conductivity. 

In the small co limit CTI is the Pedersen conductivity (Equation 3.4b), and 

describes dissipative currents (J«E > 0) which are perpendicular to Bo. If 

we neglect CD « ß,- in the denominator and let v = 0 we find o\ = 

eoicocöpßIQi2 = ico/ßoVA2', where VA is the Alfven velocity. Thus G\ carries 
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the information allowing us to model Alfv6n waves while 02 is the 

generalization of the Hall conductivity (JlElBo) for co * 0. We have 

written (4.5c) in such a way that Qj carries the sign of the charge, so that 

it is negative for electrons. 

To solve Equations 4.1 we assume a flat Earth Surface, upward £, 

periodic variation of the fields in the £ direction, and no variation in the j? 

direction. The ambient magnetic field Bo is vertical, and cr is assumed to 

be homogeneous in x and v. Under these conditions we can eliminate Ez 

and Bz by substituting the £ component of Equation (4.1b) {-ikJBy = (ßoC0 + 

icülc?)Ez)into they component of (4.1a), and the £ component of (4.1a) (criBz 

= kJSy) into the / component of (4.1b). The result is 4 equations in 4 

unknowns: 

dz      [noao + Ko/c*       )  7 (4.6a) 

My    •  T> 

dz x (4.6b) 

dz V C2      CO I (46c) 

dz       \ cV (4.6d) 

The integration in z is necessary because all of the conductivities 

vary with altitude. Hughes [1974] solved for Ez and Bz explicitly by 

integrating VB = 0 and the current continuity equation V-J + Bpjdt -0 

along with Equations (4.1), which makes a total of six equations to 

integrate. The price we pay for integrating two fewer equations is that we 

must apply the additional constraint co * 0, as is obvious from the term 

proportional to at1 in (4.6c).   The physical reason for this constraint is 
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that Equations (4.6) satisfy VB = 0 identically as long as (o * 0, which can 

be seen by taking the divergence of (4.1a). Thus there is no need to solve 

V-B = 0 explicitly. In a similar way it can be shown that (4.1b) satisfies 

the current continuity equation for CD * 0. We can still treat "DC" fields by 

making CD very small. We solve Equations (4.6) using an adaptive step 

size, 4th order Runge-Kutta ODE solver [Press et al, 1986]. 

4.3 Boundary Conditions 

At the upper boundary of the modeled region (1000 km) we can 

neglect Gi as long as CD » v; and CD« ß; (recall that ß/ is a signed 

quantity). Equations (4.6a) and (4.6d) then decouple from (4.6b) and (4.6c), 

and if we assume no variation in GQ and C\ with z above the upper 

boundary we find solutions for Ex and By varying as exp(ikZr8z) where 

**     V    \ß0a0 + ico/c2       r° 1 (4.7) 

In the MHD limit (v« CD« ß;) we can take &o -» °° and Oi = iw/QioVA2) 

where VA is the Alfven velocity. Neglecting l/c2 « 1/VA
2
 results in kz>8

2 = 

aß/VA2, which is the dispersion relation for the slow AlfV6n mode [Stix, 

1962]. By replacing dldz with ikz>8 in Equation (4.6d) we obtain a relation 

between Ex and By which serves as the upper boundary for the slow mode. 

Turning to Ey and Bx we find from (4.6b) and 4.(6c) that they vary as 

exp(ikz>f) where 

kz/=V - (icopfä -oß/c2 + k2) (4>8) 

Taking the MHD limit this time gives kzß = 0)2/VA
2 • kx

2, which is the 

Alfven fast mode. The fast mode is evanescent for C&/VA
2
 < kx

2, which is 
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satisfied for the range of parameters that we will use at the top of the 

model region. The source of fast mode energy is in the ionosphere where 

<T2 * 0, so we choose boundary conditions at the top of the model region 

such that the fast mode attenuates with increasing altitude. Substituting 

kz>f for d/dz in (4.6d) determines Bx for arbitrary starting values of Ey. 

At the bottom of the model region we find two independent solutions 

to Equations (4.6) by first setting Bx - 0, then By = 0. The electric field is 

also zero at the perfectly conducting surface. The two solutions are 

integrated up to about 200 km, where they are matched to the upward and 

downward propagating slow mode waves and the upwardly evanescent 

fast mode wave, which have been integrated downward. The reason for 

matching the solutions at 200 km altitude is that the field amplitudes 

maximize there, and numerical integration of second order differential 

equations is most stable in the direction that the solution increases. After 

the 4 independent solutions have been found, a linear combination is 

found that allows for a downward-propagating slow wave which has a 

unit amplitude at 1000 km. The coefficients a/ used to take the linear 

combination of solutions are found from 

/  Ex,gl Ex,g2 -Ex,s,up -Ex,f   ^ 

Ey,gl Ey,g2 -Ey,s,uP -Ey,f 

x,gl x,g2 ~Dx,8,up x,f 

\    y,gi y,g2 y,s,up "ay,f / 

(al 
a2 
a3 

IE      .      \ x, 8, down 

E. y, 8, down 

x, 8, down 

\    y, 8, down / (4.9) 

where subscripts "gl" and "g2" denote the two solutions starting from the 

ground, "S" and "F" are the slow and fast modes, and "down" and "up" 

indicate propagation direction. The field values are all taken at the 

solution matching altitude. 
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Figure 4.1 summarizes the boundary conditions. At the top of the 

simulation region we impose a unit amplitude slow wave {aß = kzWA2) 

propagating downward. This wave is also the reference for zero phase 

angle in the system. While this mode has Ey = Bx = 0 at 1000 km, these 

field components become non-zero as the wave propagates into regions 

where <72 * 0, which explains why they cannot be neglected at the solution 

matching altitude and thus appear in the column vector on the right side 

of (4.9). There is also an upward-propagating slow wave which has an 

amplitude at 1000 km 03, given by Equation 4.9. Since the downward slow 

wave has unit amplitude, 0,3 is the "voltage reflection coefficient" 

(ErefiectedlEincident) at 1000 km for slow mode Alfven waves incident on the 

ionosphere. 

In addition to the incident and reflected slow waves, there is the 

evanescent fast wave which is driven due to coupling of energy from the 

slow wave in the E region where the conductivity 05 is non-negligible. 

Since the energy source for this mode is below 1000 km in altitude, we 

choose the solution which decays with increasing altitude. After finding 

the two modes below 200 km shown in Figure 4.1, they are matched to the 

3 upper solutions using Equation 4.9. 

4.4 Model Input 

The physical description of the atmosphere and ionosphere is 

contained in the conductivities in Equation 4.5. To find the conductivities 

we need altitude profiles from 0 to 1000 km of electron density, ion 

composition, collision frequencies, and the geomagnetic field. 

We simplify the geomagnetic field model by restricting our attention 

to high latitudes, where we can assume that Bo is vertical.  In the next 
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homogeneous medium 
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■ • 1   - 

at z = 1000: 
kz = +(0/VA 

reflected slow mode 

kz = -a>/VA 
Ex = l + iO 

Ey = 0 
incident slow mode 

(drives system) 
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fast mode 

] 

|  propagation 
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atz=0: 
Ey=0,BX=l 
Ex=By = 0 

Ex = 0,By=l 
Ey=Bx = 0 

0km 

III ground a = «> [|||| 

Figure 4.1 Schematic representation of the five independent solutions 
which are combined into a single solution for the electromagnetic fields 
between 0 and 1000 km. 
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chapter we will compare the result of the model with experiments 

carried out above Sondrestrom, Greenland, so in our model we use 

Sondrestrom's surface magnetic field of 0.56x10-4 T (downward). In a 

dipole field , B0 ~ r -3, and we let our model magnetic field fall off 

accordingly with altitude. 

The most important input into our model is the plasma density 

profile above 95 km. At high latitudes this is very difficult to model. The 

plasma density profile created by photoionization can be predicted by a 

Chapman production function, but this plasma can have a very long 

lifetime in the F region, and it can convect far away from its point of 

production. In addition to photoionization, precipitation of energetic 

electrons produces a significant amount of the high latitude plasma, but 

in an unpredictable manner. Later, when we compare the model results 

with experimental measurements, we will use measurements of the 

electron density profile from the Sondrestrom Incoherent Scatter Radar. 

Our purpose in this chapter is to see how the interaction of AlfV6n waves 

with the ionosphere changes with various inputs, so we will use each of 

the 3 different model electron density profiles shown in Figures 4.2 - 4.4. 

With each of the profiles is plotted the conductivities Go, o>, and ofc with CD = 

0. The profile in Figure 4.2a, labeled "EF", is a typical daytime profile 

with both an E and F region. The "F" profile in Figure 4.3a lacks an E 

region, and therefore has associated with it a low Pedersen conductivity. 

This profile could occur, for example, after sunset when the E region 

quickly recombines leaving an F region only. The "E" profile in Figure 

4.4a could occur in darkness with electron precipitation leading to the 

ionization bump below 200 km. The E-region ionization in the "E" and 

"EF" profiles is modeled with a Gaussian: 



84 

1000 

800 

600 
Altitude 

(km) 
400 

200 

0 

Profile "EF" 
VI 1 1 1 1 1 1 1 r 

a) 
TlgXlO"5 

I       I       I J I I L 

i 1 r 1 1 1 r 

b)  log(C70) 

1000 i    i     i    i    i    i \   i    i    i 

-   C) log (Op)              \ 

800 \ 

600 \ 

Altitude 
(km) 

400 

i       i       i 

i       i       i 

200 \     - 

0 -J—r"~i     i     i     i     ii     i 

d)log(Og-) 

0      0.2      0.4     0.6     0.8 -14       -10 -6 -2 2 
(cm"3) (mhos/m) 

ri—i 1 r 

-14    -12     -10      -8       -6 
(mhos/m) 

-20       -16      -12        -8 
(mhos/m) 

Figure 4.2 a) A typical electron density profile and the associated b) 
direct, c) Pedersen and d) Hall conductivity profiles for a sunlit, daytime 
ionosphere. 
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Figure 4.3 a) A typical electron density profile and the associated b) 
direct, c) Pedersen and d) Hall conductivity profiles for a post-sunset 
ionosphere with an F region only. 
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Figure 4.4 a) A typical electron density profile and the associated b) 
direct, c) Pedersen and d) Hall conductivity profiles for a nighttime 
ionosphere caused by relatively energetic electron precipitation. 
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ne>E(z) = N&a&r&lcfl) (4.10) 

The F-region ionization is from a Chapman profile [Banks and Kockarts, 

1973], 

ne>F(z) = iV>exp(0.5U - z' - exp(-z')secx> (4.11) 

where z' = (z - zmax)IH,zmax is the altitude of maximum ionization 

density, .ff is the scale height of the neutral atmosphere, and % is the 

angle between the local zenith and the sun. For the model density 

profiles we have used sec(#) = 1, and we adjust the value of H to give a 

"reasonable" profile based on the measured profiles we will present in 

the next chapter. We found that to mimic the experimental data, 

different scale heights above and below the F-region peak altitude were 

sometimes necessary. The various parameters used to create the model 

profiles are given in Table 4.1. 

We calculate ion-neutral collision frequencies using the formulas in 

the appendix of Schunk and Walker [1973] in conjunction with the 

Jacchia [1971] neutral atmosphere model. The neutral atmosphere 

model uses an assumed thermospheric temperature as input, and 

although this parameter can vary widely we use 1000 K throughout this 

chapter and the next. Banks and Kockarts [1973] supply expressions for 

electron-neutral and electron-ion collision rates. We add these two 

quantities to obtain an effective electron collision frequency, i.e. ve = ven + 

vei. Strictly speaking, this is incorrect because the collisional drag term 

in the fluid equations is proportional to the velocity difference of the 

colliding species, and we have written (4.3) in a way that assumes that 

charged particles are colliding with particles at rest. The term vgl- 

represents electron collisions with ions that are not necessarily at rest, 

although at altitudes where ven is not the dominant source of collisions it 
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Table 4.1.  Density model input paramters as defined in Equations 4.10 
and 4.11. 

Profile E Profile F Profile EF 

NE (cm-3) 5x105 0 5x104 

E-region topside, 
scale, atop (km) 

40 40 

E-region bottomside 
scale, abottom (km) 

5 40 

E-region zmax (km) 100 140 

NF (cm-3) 9.5x104 9.5x104 

F-region topside 
scale, Htop (km) 

120 120 

F-region bottomside 
scale, Hbottom (km) 

eo eo 

F-region zmax (km) 250 250 

Background density 
(cm-3) 

104 103 103 

lip (mhos) 14 0.93 2.6 
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is reasonable to neglect the ion velocity.   We also neglect collisions 

between ions of different species. 

Below 95 km we increase collision frequencies and decrease charged 

particle densities exponentially with a scale height of 6 km, 

corresponding to the scale height of the neutral atmosphere. However, 

we do not allow the electron density to decrease below 1 cm-3 in order to 

make conductivities within 10 km of the ground consistent with Figure 

20.3 of Sagalyn and Burke [1985]. Varying the density and collision 

frequencies in the lower atmosphere has little effect on the Alfven wave 

electromagnetic fields above the ionosphere. Figures 4.5a-c show the 

electron and ion collision frequencies between 0 and 1000 km altitude for 

the 3 model profiles in Figures 4.2-4.4. The gross features of the profiles 

are quite similar, although ve in the "E" profile does not decrease with 

decreasing altitude above 500 km as in the "EF" and "F" profiles. This is 

because electron-ion collisions dominate at the highest altitudes, and the 

high altitude ion density is constant in altitude for profile "E". 

We use 2 ion species in our model. Far above 180 km we assume that 

0+ is the only constituent, and it changes smoothly to NO+ over about 40 

km (centered at 180 km) as shown in Figure 4.5d. Of course there can be 

many other positively and negatively charged ions in the D and E regions 

of the ionosphere. Hughes [1974] chose to incorporate negative ions into 

his numerical model, but his purpose was to find Alfv6n wave fields on 

the Earth's surface, so he needed an accurate measure of the attenuation 

of waves in the D region. In our case we will be comparing the model to 

data taken at several hundred km in altitude, and from working with the 

model we found that for our purposes the exact composition of the D 

region was unimportant. 
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Figure 4.5 a-c) Electron and ion collision frequency profiles for the 
density profiles shown in Figures 4.2-4.4. d) Relative concentration of 0+ 
and NO+ as a function of altitude used for input to the numerical model. 



91 

Charged molecular oxygen, Ü2+, can be important in the E region, 

but its molecular mass (32 a.m.u.) is very close to that of NO+ (30 a.m.u.), 

causing only a small change in the gyrofrequency and Alfven velocity. 

The collision frequency for 02+ is different than that of NO+, but not 

enough to significantly change the results of the model. Later we will 

use the model to illustrate that small changes in collision frequencies 

have only a minor effect on the fields above the ionosphere. 

Our purpose in this chapter is to illustrate with the numerical 

model the effects of various ionospheric features on Alfv6n waves 

incident from the magnetosphere. One of the main subjects we will 

investigate will be the Alfv6n wave reflection coefficient (a$ in Equation 

4.9) as a function of frequency for various ionospheric models. But first 

we will try in the next 2 sections to provide a general idea of some the 

phenomena associated with the Alfv6n wave/ionosphere interaction by 

examining altitude profiles of the electric and magnetic field amplitudes 

at two different frequencies. 

4.5 Quasi-Static Fields in the Ionosphere 

Before we present output from the numerical model, we must make 

a few comments concerning our plotting conventions. We plot altitude 

profiles of the fields with 3 different curves. The first is the real part of 

the field, to give an idea of the number of wavelengths contained in each 

plot. We also plot both the amplitude of the field and the negative of the 

amplitude, which creates a wave "envelope". We do this because if we 

plot only the real part of the wave and the (positive) amplitude, it is often 

difficult to distinguish between the two. 
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A second convention we use is to plot all magnetic flux densities 

after multiplying them by the speed of light c. This means that magnetic 

and electric fields are plotted in the same units (V/m). Furthermore, 

since the incident slow mode electric field has a unit amplitude, cBy is 

related to the refractive index of the slow mode. It is equal to the 

refractive index of the slow mode in the special case of no reflections. 

Our model is constrained to non-zero frequencies, but we can make 

the frequency small enough to study the behavior of fields which are 

effectively "DC" in the ionosphere and lower atmosphere. It turns out 

that/" =10-3 Hz is sufficiently low because at that frequency the spatial 

extent of the ionosphere is a very small fraction of an Alfven wavelength. 

We have calculated the electric and magnetic field profiles with the "EF" 

density profile (Figure 4.2) for /"= 10-3 Hz and a horizontal spatial scale Xx 

= 1000 km. 

Turning to Figure 4.6a, we see that the meridional electric field Ex is 

constant at a value of about Ex = 0.25 until very close to z = 0, where it 

suddenly falls to zero as it must since we assume a perfectly conducting 

ground. At high altitudes the constant electric field Ex can be explained 

by referring to Equation 4.6a. When the neutral density becomes small, 

so do the collision frequencies, thus GQ becomes large.   Since we have 

used a very small CD, Equation 4.6a reduces to 

dExldz - 0 (4.12) 

Equation 4.12 is equivalent to the statement that "large scale static 

electric fields map along field lines". We can see from the plot of the 

zonal electric field Ey in Figure 4.6b that GQ is not infinite, because it is 

evident that Ey does not map along field lines. Note that Ey is two orders 
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Figure 4.6 a) Meridional and b) zonal electric field profiles in the quasi- 
static limit. 
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of magnitude smaller than Ex. The reason for the different behaviors of 

the meridional and zonal electric fields is that we have assumed no 

variation in the y direction, thus there can be no divergence in Ey. This 

means that the Ey is not sustained by electric charge concentrations 

building up along magnetic field lines, which is the case for Ex. Instead, 

we can think of Ey as a sort of "fringing field" which decreases with 

distance from its source in the E region, where 05 is large. At such a low 

frequency the electric fields must be essentially curl-free, so the change 

in Ey with altitude implies a non-zero parallel electric field Ez, which is 

only possible in our DC approximation for non-zero Co. Both the zonal 

and parallel electric fields have very small amplitudes compared to the 

meridional electric field. 

It is instructive to derive an expression for Ex near the Earth's 

surface in the DC approximation. At low altitudes we may safely neglect 

Q « v (i.e. the medium is completely collision dominated), which from 

Equations 4.5 means that <JQ » o*. We may also neglect 02 because it 

decreases as v-2, while GQ and 0\ decrease as v-i. If we assume that the 

charged particle density near the ground is constant and ve °c exp(-z/ff) 

where H is the neutral atmosphere scale height, we may write 

Go, oi =Soexp(z/H) (4.13) 

If we neglect co as unimportant and use (4.13) then (4.6a) and (4.6d) can be 

written 

E=--\-e-*'HBv 
*     Voso y (414a) 

By = -ß0S0e?MEx (414b) 
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A prime denotes differentiation by z. If we multiply Equation (4.14a) by 

e(*0H), (4.14b) by e-wm, and recognize that (e(^H))Ex = (e(*/2ff)£x)'. (2ff> 

1Q{Z/2H)EX, we can solve for Ex(z): 

Ex (z) = A e*OB sinh(;zV(2fl)-2 + k%) (4.15) 

We have eliminated a "cosh" term from (4.15) to satisfy Ex(0) = 0. In 

the limit H « Xx, (4.15) reduces to Ex(z) = A(l - e-z/H). Thus, in agreement 

with Figure 4.7a, we see that the DC meridional electric field maps from 

the magnetosphere through the lower atmosphere, and to within H of the 

Earth's surface. 

One final detail concerning the DC meridional electric field is the 

magnitude of the field, or "A" in (4.15). The value in Figure 4.6a of 0.25 

comes from the fact that we are applying an incident field of unit 

magnitude far from the ionosphere, but our model includes wave 

reflections. We can infer then that a reflected wave of amplitude -0.75 is 

interfering with the incident wave, and therefore the low frequency 

electric field reflection coefficient for the "EF" profile we have used is also 

-0.75. A simple way to check this is to treat the ionosphere as a 

conducting slab with Ip = 2.6 mhos for profile "EF" and the region above 

the ionosphere as a transmission line with characteristic impedance ZA = 

/ZOVA = 2.8 Q at 1000 km for profile "EF". The resulting electric field 

reflection coefficient is then (Zp-i - ZA )/(£p-i + ZA) = -0.76. 

We turn now to the quasi-DC zonal magnetic field cBy shown in 

Figure 4.6d. As with the meridional electric field Ex, cBy "maps" along 

Bo at high altitudes, but it does not penetrate into the lower atmosphere 

as does Ex. The reason for this is that at low frequencies and high 

altitudes, cBy is created by field-aligned currents.   Around a couple of 

\ 
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Figure 4.6    c) Meridional and d) zonal perturbation magnetic field 
profiles in the quasi-static limit. 
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hundred km altitude the field-aligned currents begin to close horizontally 

as the Pedersen conductivity becomes important. By the bottom of the 

ionosphere (around 100 km) the field-aligned currents have been 

completely closed by the Pedersen currents. 

The absence of field-aligned currents alone does not explain the lack 

of any magnetic field cBy below 90 km. That is, even though the field- 

aligned current sheets end at about 100 km, one might expect the 

magnetic field due to them to extend below 100 km. It turns out that the 

magnetic perturbation from the Pedersen current layer exactly cancels 

the field-aligned current contribution below the current system, so that 

no zonal magnetic field can "leak out" into the lower atmosphere. This is 

similar to the case of the magnetic field outside an infinitely long 

solenoid, which is identically zero everywhere. In Appendix B we prove 

that the magnetic field is zero outside of an idealized auroral arc 

consisting of two semi-infinite field-aligned current sheets which are 

connected by a thin Pedersen current layer. The Hall current in an 

auroral arc creates a magnetic field Bx that does have a magnetic 

signature on the ground. 

The fact that the zonal magnetic field cBy disappears below the E 

region is consistent with the fact that almost no Alfven wave energy is 

dissipated in the lower atmosphere. This can be seen from the Poynting 

vector ExH. Since cBy = 0 in the lower atmosphere, the component ExxHy 

is also zero. The other part of the vertical component of the Poynting 

vector is also zero because even though the fast mode fields Ey and cBx are 

both non-zero in the lower atmosphere, they are 90° out-of-phase, thus the 

time average of their product is zero. For example, at an altitude of 50 

km, Ey = 8.79x10-5Z87.90 V/m and cBx = 86.7Z-2.10 V/m.  Electric fields 
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measured with balloons were compared to ground-based magnetic field 

measurements by Mozer and Marika [1971], who showed E± and 5B± were 

parallel, thus it follows that the vertical component of the Poynting vector 

was zero in the lower atmosphere. 

The fast mode fields Ey and cBx (Figures 4.6b and c) maximize near 

their source in the E region, and they fall off with a scale length roughly 

equal to the horizontal scale A*. This can be seen from the zero frequency 

limit of the fast mode dispersion relation in Equation (2.15), i.e. k£ = -k„2. 

The narrow null in cBx (Figure 4.6c) is due to the fact that there is a 

zonal Hall current driven by the meridional electric field Ex. One would 

expect cBx to have opposite signs above and below the Hall current layer, 

thus the field must go through zero within the current sheet. Notice that 

unlike the zonal field cBy, cBx is non-zero at the ground. 

4.6   A1 Hz Alfven Wave in the Ionosphere 

At 1 Hz the wave nature of electromagnetic fields in the ionosphere 

is very evident. Another way of saying this is that the thickness of the 

lower atmosphere/ionosphere system is on the order of an Alfven 

wavelength for frequencies on the order of 1 Hz. Thus static electric field 

mapping ideas are not applicable. This is evident in Figures 4.7a-d, 

where we plot the four horizontal field components at 1 Hz, using the 

same "EF" density profile (Figure 4.2a) as in the previous section. 

Referring first to the meridional electric field Ex we see that at 

higher altitudes the magnitude of the field is much greater than in the 

quasi-static case, and it is not constant with altitude. This is because we 

are seeing the standing wave pattern caused by the interfering incident 

and reflected slow mode Alfven waves.  It appears from Figure 4.7a that 
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most of the reflection takes place at or above 100 km, and at 1000 km 

constructive interference leads to an amplitude greater than the incident 

wave amplitude (unity). The reflection coefficient at 1 Hz for this density 

profile is -0.4, so we expect a peak amplitude of 1.4 at half-wavelength 

intervals above 1000 km. 

Below 100 km Ex is constant until about 40 km, then it begins to drop 

off, reaching zero at the ground. The zonal magnetic field cBy in Figure 

4.7b is similar to the quasi-static case except for the standing wave 

pattern above 100 km. As before, there is no zonal magnetic perturbation 

at the ground. 

There are two notable differences between the 1 Hz and quasi-static 

fast mode fields Ey and cBx (Figures 4.7c and d). First, Ey at 1 Hz is 2-3 

orders of magnitude greater than in the quasi-static case, and secondly 

there is a "bulge" in the 1 Hz field amplitudes above 200 km. This is due 

to the fact that the 1 Hz Alfven wavelength in the F region peak is about 

690 km, which makes it is less than the horizontal spatial scale A* of 1000 

km. From Equation 2.16 this makes kz real. Thus the fast mode Alfven 

wave is not evanescent in the F region. As the density decreases above 

the F region, kz again becomes imaginary. If we decrease Xx to be less 

than 690 km the bulge in the field amplitudes disappears, but the fields in 

the E region and below do not change much. 

As in the quasi-static case, the vertical component of the Poynting 

vector for a 1 Hz wave in the lower atmosphere is zero because cBy = 0 

and Ey and cBx are almost 90° out-of-phase. For example, at an altitude 

of 50 km, Ey = 5.9x10-2Z119.8° V/m and cBx = 58.3Z28.90 V/m. The phase 

difference is thus 90.9°. Again, this is consistent with the fact that 

almost no Alfven wave energy is dissipated below the E region. 
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To provide a qualitative picture of the variation in electric field 

profiles versus frequency and altitude we have plotted surface contours of 

the meridional and zonal electric fields in Figures 4.8a and 4.8b. We 

have used A* = 1000 km. As the frequency exceeds 1 Hz the zonal field 

suddenly "turns on" and resonates in the F-region cavity. This 

resonance is driven at the expense of meridional electric field energy, as 

is evident from the slight decrease in the meridional field amplitude near 

1.2 Hz. 

At this point we are ready to study the effects of varying ionospheric 

parameters on Alfvön waves. We want to investigate the Alfvön 

wave/ionosphere interaction at many different frequencies; hence, the 

field amplitude profiles shown in the last two sections are not the most 

useful format for comparing numerical results. Instead we will use the 

frequency-dependent complex reflection coefficient for the slow mode 

Alfv6n wave. 

4.7 Reflection of Alfven Waves from Different Ionospheric Density 

Profiles 

The complex reflection coefficient Tfor the slow mode Alfven wave is 

defined by 

T= E^piz = 1000) lE^dnJz = 1000) (4.16) 

where the subscripts "up" and "down" refer to propagation direction, and 

the electric fields are evaluated at 1000 km. In our model we impose 

Ex>down(z = 1000) = 1 + iO, thus T= E^z = 1000) = a3, where a3 is found 

from Equation 4.9. Figures 4.9 a and b show the magnitude and phase of 
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r as a function of frequency for each of the three density profiles in 

Figures 4.2 - 4.4. We use A* = 1000 km for these calculations. 

In the low frequency limit for all three profiles the reflection 

coefficient T can be predicted with the transmission line analogy 

discussed in Section 4.5 by (Xp-i - ZA)/(2P-I + ZA) where again ZA = ^QVA- 

The height-integrated Pedersen conductivities in each case are given in 

Table 4.1. As the frequency increases the "E" and "EF" profile reflection 

coefficients go through pronounced dips. This is a result of the fact that 

the ionosphere is a distributed load, thus the slab reflection model is not 

appropriate above roughly 0.1 Hz. A lower reflection coefficient r is a 

result of an increase in Joule dissipation given by (Eg? + Ey2y&(oj) + 

E^Sa(<j0). The real parts of the conductivities (denoted by the symbol 9?) 

are mostly unaffected by changes in frequency. Thus the increase in 

Joule dissipation is due to an increase in electric field magnitudes within 

the conducting layer. At the minimum r frequencies in Figure 4.9a the 

electric field standing wave pattern is such that Ex is increased in the E 

region.  This increase in Ex can be seen in the surface plot in Figure 4.8a. 

Superimposed on the dips in r in the "EF" and "F" curves is a 

general trend towards smaller reflection coefficients at higher 

frequencies. This is the propagation loss which increases as the 

electrical length of propagation increases. In a homogeneous medium 

this loss increases exponentially with electrical length. A second energy 

sink at higher frequencies is the zonal electric field, which increases 

because it is no longer evanescent, at least in regions of high density. 

Figure 4.9b shows the phase angle in degrees of Uf). If we again use 

a transmission line/load analogy, the overall negative slope in TXf) gives 

an effective reflection altitude for the Alfven waves. If we let d denote the 
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distance from 1000 km to the reflection point, then the phase angle <p 

between the upward and downward propagating slow Alfven waves at 

1000 km is given by <p = 2(360°)d/A, thus d$ldf= 720°d/VA. Applying this to 

the curve for the "E" profile in Figure 4.9b gives d = 820 km, or a reflection 

altitude of 180 km, which corresponds to the steep conductivity gradient 

on the top side of the E region. 

In all 3 density profiles we have examined, the lower atmosphere 

plasma density profile was the same, namely an exponential decrease in 

charge density with decreasing altitude below 95 km. We have chosen a 6 

km scale height for this decrease. We found that doubling the scale 

height to 12 km had no discernable effect on the 0-2 Hz reflection 

coefficient for the "EF" density profile, hence we conclude that accurate 

modeling of charge density in the lower atmosphere is unimportant for 

our purposes. 

4.8 The Effect of Collisions on IXf) 

Small reflection coefficients are due to efficient dissipation of 

electrical energy in the form of Joule heat, which is the result of particle 

collisions. If both electron and ion collisions are absent, then IXf) s 1. To 

determine the relative importance of the two types of collisions, we again 

calculated r(f) for the "EF" density profile in Figure 4.2a, but we 

multiplied and divided the ion collision frequency v» by 3 at all altitudes, 

as shown in Figure 4.10. We have re-plotted the original IXf) from Figure 

4.9a for reference. At low frequencies, more ion collisions increase 2p 

and consequently the reflection coefficient. The behavior is not as 

intuitively predictable above 1 Hz. 



107 

Ol 
0 

O Profile "EF" 
D v,- multiplied by 3 
0 V; divided by 3 

J 1 i i_ 
0.5 1.0 

/(Hz) 
1.5 2.0 

Figure 4.10 Illustration of the effects that changes in ion collision 
frequencies (upper panel) and electron collision frequencies (lower panel) 
can have on the magnitude of I Tl. 
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The r curve resulting from v; = 0 in Figure 4.10a shows that electron 

collisions account for only a small part of the energy absorption, allowing 

most of the incident wave to reflect. Figure 4.10b also illustrates the 

slight effect of electron collisions by comparing the original IXf) along 

with the curve for ve - 0. Above 0.2 Hz the two curves differ by only a few 

percent. We can conclude that ion collisions are mainly responsible for 

the dissipation of Alfv6n wave energy. 

Notice in Figure 4.10a that decreasing the ion collision frequency by 

a factor of three reduces I Tl, but eliminating v* completely increases I r\ 

to near unity. This seemingly contradictory behavior is a result of the 

fact that ion collisions play two distinct roles ~ they both reflect and 

absorb energy. Dividing v; by three decreases Ep and allows for a better 

impedance match to the region above the ionosphere. As a result, 

electric fields penetrate deeper into the E region, and more energy is 

dissipated. But at some point, decreasing v* will limit the amount of E- 

region attenuation and the wave will simply reflect off of the Earth's 

surface and back into the magnetosphere. 

4-9 nxj 

In previous sections we have varied ionospheric parameters but 

assumed a constant horizontal spatial scale k* of 1000 km. The reflection 

coefficient for the slow mode Alfv6n wave is mostly unaffected as long as 

Xx > 10 km. To investigate smaller scales with the numerical model we 

have to neglect the fast mode completely because the fast mode at x scales 

near 10 km is very evanescent, and over the 1000 km simulation region 

the code must integrate through hundreds of e-folds in amplitude, which 

is computationally prohibitive. Neglecting the fast mode probably doesn't 
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cause significant errors in our results because its amplitude is quite 

small for small A*. Figure 4.11 shows TXXx) between 10 and 1 km for quasi- 

DC fields, and although the dependence is not strong, a clear trend 

towards smaller r below 2.0 km scales is evident. A possible reason for 

this decrease is that electric fields with horizontal spatial scales less than 

a few km map poorly through the E region. This scale-size dependence of 

electric field mapping is well known [see for example Farley, I960]. A 

consequence of this poor mapping is that the electric field "sees" less of 

the conductivity in the E region, so the effective height-integrated 

conductivity is less. This in turn means the ionospheric impedance is 

more nearly matched to the Alfven impedance above the ionosphere, and 

an impedance match implies a smaller reflection coefficient. 

Profile "EF",f= 0.001 Hz 
i 1 1 1—*n 1 1 r 

0.4 0.6 
4 , (km"1) 

Figure 4.11    Reflection coefficient magnitude,  ITI, as a function of 
inverse horizontal spatial scale A*-i. 



CHAPTER 5 

ROCKET AND SATELLITE MEASUREMENTS OF 

ALFVEN WAVES ASSOCIATED WITH THE DISCRETE AURORA 

5,1 Introduction 

The connection between Alfven waves and auroral arcs has been 

discussed by many authors [Hasegawa, 1976; Goertz and Boswell 1979; 

Haerendel 1983; Seyler 1988], mainly because Alfven waves are a possible 

mechanism for auroral electron acceleration. One of the purposes of this 

chapter is to establish experimentally (at least in a few examples) that 

Alfven waves occur near auroral arcs. Our main goal is more general, 

however. We will develop and apply techniques to analyze auroral 

electric and perturbation magnetic field data and extract information 

concerning the source, propagation, dissipation, and relative amounts of 

spatial and temporal structuring of those fields. 

Zmuda et al. [1966] were among the first to measure magnetic 

fluctuations with a satellite. The measurements were taken at 1100 km 

with the 1963 38C satellite and the authors interpreted the fluctuations as 

Alfven waves. Many authors have identified Alfven waves in satellite 

measurements taken at altitudes of several Earth radii, most recently 

Erlandson et al. [1990], who measured very coherent burst of elliptically 

polarized waves below 1 Hz with the Viking satellite. Iyemori and 

Hayashi [1989] also found coherent bursts of Alfv6n waves with the 

Magsat satellite orbiting at 400 km, but purposefully neglected latitudes 
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above 65° "because of the difficulty in distinguishing the waves fr.om the 

small-scale field-aligned current structures." 

Sugiura et al. [1982], Sugiura [1984], and Smiddy et al. [1984] 

measured electric and magnetic fields perpendicular to Bo with the DE-2 

satellite near the ionosphere (< 1000 km) at auroral latitudes and found 

them to be highly correlated but not coherent as in the above studies. 

Furthermore, they found that the ratio Z = ^oErma/5BrTOS was not equal to 

IXQVA as one would expect from Alfven waves but instead Z = Xp-i. As we 

discussed at the end of Chapter 3, this can be explained by a static electric 

field/Birkeland current model with fluctuations arising from the motion 

of the spacecraft through spatial structures with scale sizes from 

hundreds of meters to hundreds of km. Since the spectrum of fluctuating 

fields measured by a spacecraft traversing the auroral oval is generally a 

monotonically decreasing function of frequency, the bulk of the spectral 

energy lies at low frequencies. A correlation analysis of electromagnetic 

field fluctuations measured in the oval will therefore emphasize the 

largest scales in the system. 

Rather than forming a single r.m.s. measure of field fluctuations, 

we will relate the amplitudes and phases of electric and magnetic fields 

as a function of frequency, which allows us to investigate spatial and/or 

temporal scales that are smaller than those considered in previous 

studies of auroral fields and closer to the regime associated with discrete 

auroral arcs and Alfven waves. 

There are several ways to detect Alfven waves in the ionosphere. 

The most direct is to look for coherent electromagnetic field oscillations in 

the time-domain data. We have already seen an example of this in 

HILAT satellite data in Chapter 3 (Figure 3.13).  Recently Boehm et al. 
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[1990] found Alfven waves in the time-domain data from a Black Brant X 

sounding rocket launched into the morning auroral oval (see Section 3.5). 

One can also detect Alfven waves by forming frequency-time sonograms 

and looking for narrow-band enhancements in the electric and magnetic 

field spectra. For example Erlandson et dl. [1990] used this technique 

with Viking satellite data. 

The frequencies at which spectral enhancements occur provide 

information pertaining to the source and propagation of Alfven waves 

which has to date not been fully exploited. The peaks may represent the 

frequency of the source supplying the Alfven waves, or properties of the 

medium through which they have traveled. For example Lysak [1988] 

showed that the exponential density decrease thousands of km above the 

ionosphere can give rise to resonant excitations in the ionosphere. 

Another cause for structuring in frequency is interference between 

waves incident from the magnetosphere and reflected from the 

ionosphere, i.e. standing waves. One way to distinguish between these 

possibilities is to form the quotient of the electric and magnetic field 

spectra. Spectral enhancements due to the source of Alfven waves will 

appear in both the electric and magnetic field spectra. Dividing the 

spectra gives what we call the "impedance function" Z(f), and we will 

show in the next section that any structuring it has in frequency must be 

due to standing Alfven waves. In this chapter we will also examine the 

frequency-dependent phase relation between the meridional electric and 

zonal magnetic fields Ex and SBy, and show that this can also be used to 

identify standing wave patterns. These techniques have the advantage 

that in some cases they can detect Alfven waves when their presence in 

time-domain or spectral data alone is not obvious. 
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5.2 The Impedance Function 

Let Ex (f) and SBy (/) be the complex Fourier transforms of the 

meridional electric and zonal magnetic fields measured in the frame of a 

moving satellite or sounding rocket. The complex impedance Z (f) is 

defined by 

Z(f)   =   ^(f)/ SBy if) (5.1) 

We will use Z(f) to denote the magnitude of Z(f), and this is what we will 

call the "impedance function". In practice we find the impedance 

function from Po(P E/P B^1'2 where Pß and Pß are the electric and 

magnetic field power spectra of Ex(t) and SBy(t). 

We will compare Z(f) from spacecraft-measured electromagnetic 

fields above the aurora with the predictions of three ideal models: 1) 

Structured static fields and Birkeland currents, 2) traveling Alfv£n waves 

with no horizontal structure, and 3) standing Alfv6n waves with no 

horizontal structure. 

In the static field model the frequency / measured in the spacecraft 

frame is due entirely to the motion of the spacecraft through spatial 

structures with scale size Xx. If the spacecraft velocity in the £ direction 

is Vs, then fXx = Vs. In this case Z(f) = Zp'1 for all spatial scales greater 

than a few km. This is violated at small scales because the electric fields 

do not map completely through the E region, thus the height-integrated 

Pedersen current decreases. 

A traveling AlfV6n plane wave will have an impedance function 

which is constant in frequency and which is equal to the characteristic 

impedance of Alfvön waves, Z& = Ho^A- As we mentioned in the 

introduction, Z(f) is constant in this case even when the Alfv6n wave 
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source supplies waves at preferred frequencies because spectral 

enhancements occur in both Pß and Pß and therefore divide out. 

Obliquely propagating traveling waves have a modified impedance when 

the horizontal wavelength A* approaches the electromagnetic skin depth 

c/cDpg, and this can cause Z(f) to vary with frequency. We will consider 

this possibility in more detail in the discussion section at the end of this 

chapter. 

Previous authors have measured the ratio of electric and magnetic 

field spectra and have found values between Z^ and Zp'1. One of the first 

to do this was Gurnett et al. [1984] who used the Dynamics Explorer 1 

satellite to measure the refractive index cB/E (proportional to Z~l(f)) 

between 1.78 and 31.1 Hz. These authors pointed out that a static field- 

aligned current model was not sufficient at all frequencies. Berthelier et 

al. [1989] also calculated the refractive index versus /using the AUKEOL- 

3 satellite and found a refractive index that was structured in frequency 

but again was larger than could be expected from Alfven waves. They 

concluded that the fields must have been due to Doppler-shifted static 

fields. As we will see, both the structuring in frequency and the 

seemingly high refractive index are consistent with the standing Alfven 

wave model. 

Near a boundary such as the ionosphere, an Alfven wave will be 

partially reflected due to the high conductivity, and the incident and 

reflected waves will form a standing wave pattern. In this case the 

impedance function will vary with distance from the reflection point. 

The vertically changing field impedances in a standing wave pattern 

are essentially impossible to detect directly in the Earth's auroral zone 

since satellite trajectories are horizontal, and rockets cannot make a 
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vertical cut through a distance of several times A/4 quickly enough to 

unambiguously separate temporal and spatial variations. (Future 

satellite or space shuttle experiments with tethered probes may make a 

direct measurement of a standing wave pattern possible.) This is not 

true in the case of whistler mode waves which have much shorter 

wavelengths. For example Siefring et al. [1990] have reported standing 

VLF waves at two frequencies below a sporadic E layer. In this case the 

transmitters were on the ground and at a fixed frequency so the analysis 

was straightforward. Here we must cope with a geophysical source of 

unknown character which co-exists with a spatially turbulent convection 

electric field, and in which are imbedded field-aligned current sources. 

Furthermore, in our case the reflecting surface is almost certainly 

structured at scales which in the satellite frame generate frequencies in 

the Alfven wave regime. Despite these difficulties, evidence for standing 

Alfv6n waves can be found from the impedance function because 

different frequencies correspond to different electrical lengths above the 

ionosphere; that is, higher frequencies in Z(f) correspond to larger 

electrical distances above the ionosphere. 

For a uniform reflecting sheet of integrated conductivity Zp in 

contact with a uniform medium characterized by a constant impedance 

Z& the electric and magnetic fields due to an Alfven wave can be written 

E {z, t)=Eincident (eHot +k2z) + reHo>t -kzz)) (5.2a) 

B {z, t) = Binddent (eHcot+kzz) - rei((ot-kzz)) (5.2b) 

where a tilde denotes a complex quantity, colkz = V^ and r is the electric 

field reflection coefficient {Zp'1 - Z^liXp'1 + Z&).   (See for example Ramo, 

Whinnery,   and  Van  Duzer [1965]  or other texts on plane wave 
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propagation or transmission lines.)  The ratio of (5.2a) to (5.2b) gives the 

complex impedance function 

Z{a>) = noVA 
1 +re-2icoz/VA 

(5.3) l-re-2icoz/VA 

The magnitude of the impedance function Z(f) varies between Z/JS and 

Zjfi where S is the standing wave ratio given by S = (1 + IJT I )/(l - I r I). 

For ionospheric reflections with ZA > Zp'1 the minimum and maximum 

impedances above the ionosphere are Lp'1 and Z/?Zp and are separated 

by a distance Xg/4 where Xz =VA/f. 

Of course the ionosphere above the reflecting E region is not 

homogeneous as we have assumed above, and later in the chapter we will 

attempt to predict the behavior of measured impedance spectra using the 

numerical model of Chapter 4. However, a simple and reasonable 

estimate of the frequency fmax of the first peak in Z(f) can be found by 

neglecting partial reflections off of F-region density gradients and 

assuming a single reflection from the top of the E region (at zmin). (This 

assumption is valid under a WKB approximation.) The result is 

[Zmax 

tmax        ]-   .      y A V v ' (5.4) 

which reduces to fmax = VA/[4(zmax - zmin)] for constant VA.  Here zmax 

is the height at which the fields are measured. 

Knudsen et dl. [1990] showed in two examples, one from a sounding 

rocket and one from the HILAT satellite, in which measured peaks in the 

impedance functions were predicted by (5.4). We will present some of 

those results along with new data later in the chapter. When calculating 

impedance spectra from sounding rocket and satellite data, large 

fluctuations due to noise arise when dividing the electric and magnetic 
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field spectra. To reduce the amount of statistical variation in the 

measured impedance spectra, we split the time series data into several 32 

point sub-intervals overlapping by 16 points. The electric and magnetic 

field spectra from each sub-interval are averaged before dividing to find 

Z(f). Before calculating the individual spectra we subtract a linear least- 

squares fit from the time-domain data and multiply by a Hanning 

window [Press et al, 1986]. 

5.3  The Normalized Cross-Spectrum 

Standing Alfvön waves can be distinguished from traveling waves or 

static fields not only by the magnitude of the complex impedance function 

as discussed above, but by its phase as well. In a pure standing 

electromagnetic wave (i.e. with T = ±l) the electric and magnetic fields 

are shifted by ± 90°, according to (5.3). Dubinin et al. [1985] measured this 

effect with the Intercosmos-Bulgaria-1300 satellite by calculating the 

phase shift between each Fourier component of E and SB field 

fluctuations. If the standing wave ratio is finite, I arg(Z (/)) I is less than 

90° and varies along the propagation direction. For traveling Alfven 

waves (r= 0), Ex and 8By are in phase. This is also true for static fields 

as one can see by letting w = 0 in Equation 5.3. 

For Alfven waves reflecting from a complicated medium such as the 

ionosphere, we can use the numerical model in Chapter 4 to predict the 

phase angle of Z (/) in order to compare with measurements. An 

experimental measure of the phase angle of Z(f) is given by the 

normalized cross-spectrum defined in general by 
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c12= (Siif)S2Jf)) 

(I^)|2HIS2{^)|2)1/2 (5.5) 
where ^ and S2 are the Fourier transforms of the two time series to be 

compared, brackets denote ensemble averages, and the asterisk signifies 

the complex conjugate. Q2 will provide us not only with a phase relation 

between Ex and SBy but also with a measure of the validity of that 

estimate. General discussions of the cross-spectrum and applications 

can be found in signal processing textbooks, e.g. Papoulis [1965] or 

Jenkins and Watts [1968]. 

The cross-spectrum has been used in a variety of geophysical 

experiments. For example, in coherent backscatter radar work S[ and Sfr 

are the Fourier transforms of the received signals from spatially 

separated antennas, thus the phase angle arg(C12(/0) (known as the 

"phase spectrum") can be used to estimate the source location of 

scatterers and the magnitude \C12(f)\ (the "coherency spectrum") 

contains information both on the signal-to-noise ratio and the spatial 

extent of the scatterer [Farley et al, 1981; Kudeki, 1983; Providakes, 1985; 

Sahr, 1990]. Labelle [1985] used the cross-spectrum to measure plasma 

wave vectors by correlating the signals from spatially separated density 

probes on board a sounding rocket. 

In our case we will take S± and Sg to be the Fourier transforms of the 

meridional electric and zonal magnetic fields Ex and SBy respectively. 

The phase angle given by the cross-spectrum measures the difference of 

the phase angles of the Fourier components of Ex and SBy , which of 

course is the phase angle of Z(f). If a constant phase relation between Ex 

and SBy is maintained throughout the time series and the signal is not 

noisy, then the coherency I C12(/) I will be close to unity.  Smaller values 
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can be due either to a small signal-to-noise ratio or to an Ex-5By phase 

shift which changes throughout the time series. In choosing the 

duration of our time series we must balance these two effects. 

Increasing the length of the time series will increase the number of 

averages contributing to the cross-spectrum and therefore reduce the 

statistical fluctuations, but the probability of the measured process 

maintaining a coherent phase throughout the series decreases. 

A typical data set which we will analyze in this chapter has two data 

points per second and is 100 s long. We separate the series into segments 

of 32 points which overlap by 16 points, yielding 11 segments. The data 

are then prepared in the same way as described in the previous section: 

we subtract a least-squares linear fit from each segment, multiply by a 

Hanning window, and Fourier transform. We then operate on the 

resulting transforms as indicated in (5.5). 

Since our cross-spectra have a relatively small number of individual 

time series which contribute to the ensemble average, we can expect that 

statistical fluctuations might cause the coherency at a given frequency to 

be large even in the presence of uncorrelated data. Also, overlapping 

data segments by N/2 points can lead to an artificially enhanced 

coherency. To arrive at a criterion for selecting statistically significant 

data we processed time series of mock E and SB data made up of 

Gaussian white noise. We then took ensemble averages of 5,10, and 15 

individual cross-spectra formed from 32 data points each, overlapping 

the data used to create each spectrum by 16 points. We repeated the 

process 20 times using different random data each time to obtain an idea 

of the range of coherencies that a random signal source can generate. 

The results are given in Table 5.1.   Thus if we choose to average 10 
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spectra, we expect noise-generated coherencies (averaged over frequency) 

to fall between 0.27 and 0.37. 

Table 5.1. Ensemble average of the frequency-averaged coherency 
calculated from 20 different time series consisting of Gaussian white 
noise. 

# of individual spectra 
averaged for each 
cross-spectrum 

£i£l2b: std. dev. 

5 0.453 0.058 

10 0.323 0.049 

15 0.285 0.035 

5.4 Greenland I Rocket Data 

In Section 3.5 we found the DC Poynting flux for the upleg of a 

Black Brant X sounding rocket flight made during the Greenland I 

campaign. The rocket was launched eastward into the morning auroral 

oval from Sondrestrom, and it remained in the auroral oval during the 

entire upleg. When plotted at high resolution, coherent Alfven waves can 

be identified in the time domain data [Boehm et al., 1990]. Since we know 

Alfven waves are present in the field data, this data set is ideal for testing 

the impedance spectrum and normalized cross-spectrum as diagnostic 

tools in low frequency electromagnetic field studies. 

To form Z(f) and C\2if) for the rocket data we split the entire Ex 

(northward) and 5By (eastward) time series plotted in Figure 5.1 into 32 

point segments overlapping by 16 points, giving a total of 21 power 
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Figure 5.1 Data taken from a Black Brant X sounding rocket launched 
from Sondrestrom, Greenland on 23 January, 1985. The rocket traveled 
eastward along the auroral oval. (Data are courtesy of C. Carlson, B. 
McFadden, and M. Boehm at the University of California, Berkeley.) 



122 

spectra. The electric fields perpendicular to BQ were measured with 

perpendicular 3 m electric field booms, and magnetic measurements 

were taken with a fluxgate magnetometer. To obtain electric fields below 

the rocket spin frequency, electric field measurements were fit to a sine 

wave over time intervals of one spin period, resulting in a sampling 

period of 0.887 s. The impedance and phase spectra are shown in Figure 

5.2. Also shown in Figure 5.2 are the predicted phase and impedance 

spectra from the numerical model (Chapter 4) assuming a constant 

measurement altitude of 600 km and a horizontal spatial scale A* of 1000 

km. The density profile used as input to the model is shown in Figure 5.3 

and was parameterized from a profile measured with a Langmuir probe 

on board a Terrier-Malemute rocket launched nearly simultaneously 

with the Black Brant X [Earle, 1988]. For reference we have plotted Zp"1 

in Figure 5.2 as deduced from measurements made by the Sondrestrom 

radar during the rocket flight. 

The data curve in the bottom panel of Figure 5.2 clearly shows 

that the phase between Ex and 8By varies with frequency. In either the 

static model or the traveling Alfv6n wave model, electric and 

perturbation magnetic fields are shifted by 0° or 180°. In the coordinate 

system we are using, a 180° phase indicates a downward-directed 

Poynting vector, which is the case in the zero frequency limit of Figure 

5.2 for both theory and experiment. At higher frequencies the measured 

phase increases to a maximum of nearly 260° at 0.4 Hz. Fields such as 

these which are nearly out of phase are exactly what is expected in 

standing Alfven waves, as shown by the theoretical curve plotted with the 

data.  Thus with the phase spectrum in this case we are able not only to 
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Figure 5.3 Electron density profile used as model input for the curves in 
Figure 5.2. This profile approximates the density profile taken on board a 
Terrier-Malemute rocket launched nearly simultaneously and in the 
same direction as the Black Brant [see Earle, 1988]. 
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detect the presence of Alfven waves, but we can determine that both 

incident and reflected components are present. 

The impedance spectrum in Figure 5.2 is also consistent with the 

standing wave model. A trend toward increasing impedance at higher 

frequencies is clearly visible. The static field model predicts Z(f) = Zp'1 for 

all Doppler-shifted frequencies. As shown in Figure 5.2, the standing 

Alfven wave model predicts a peak in the impedance spectrum at 0.5 Hz. 

Qualitatively, the theoretical and experimental impedance curves 

match well. However, the latter is less peaked, and the peak is much 

lower (1.5 vs. 3.5 Q) than the theory curve. There are at least four possible 

reasons for this: 1) The model assumes uniform ionospheric density, 

collision frequencies, etc. in the horizontal direction, which is not the 

case in the auroral oval. Ionospheric structure will tend to smear the 

peaked nature of the electric and magnetic field spectra, which will in 

turn broaden the impedance spectrum and decrease its peak value. 2) If 

static fields are present in addition to Alfven waves, the mixture of these 

two will tend to make the impedance fall somewhere between the pure 

standing wave impedance and Zp'1. 3) The measured spectral power at a 

single frequency is actually an average of the power in a frequency range 

Af. Thus any spectral peaks will be reduced by averaging with 

neighboring values. Finally, 4) we have assumed a constant 

measurement altitude for the numerical model's predictions, but in fact 

the rocket altitude varies between 400 and 770 km during the interval we 

have analyzed. The altitude dependence of the standing wave impedance 

will thus lead to smearing in Z(f). However, while the rocket actually 

traverses about 350 km in altitude during the time interval we are 

interested in, over half of the data are taken in the upper 100 km due to 
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the parabolic time dependence of the rocket altitude. Running the 

numerical model for a 700 km rather 600 km measurement altitude 

decreases the frequency of the impedance peak only by about 5%, 

therefore we suspect that the altitude variation of the sounding rocket is 

not the primary cause of small measured impedance values. 

The bottom two panels of Figure 5.1 allow us to compare the 

fluctuating electric field power integrated between 0.25-0.35 Hz with 

electron precipitation. The two quantities are well correlated and we may 

conclude that much of the Alfven wave energy in this frequency band is 

spatially coincident with auroral arcs. The sounding rocket was 

traveling eastward, nearly parallel to auroral structures. This allowed 

the rocket to dwell in the vicinity of arcs and enhanced Alfven wave 

activity. Polar-orbiting satellites fly perpendicular to the auroral oval, 

and as a consequence they traverse auroral arcs very quickly. We will 

see in the next section that this limits the amount of Alfven wave energy 

one can measure from the HILAT satellite. 

We have used the impedance and cross-spectrum to verify the 

presence of Alfven waves in sounding rocket data, and also to show that 

incident and reflected wave components are interfering as a result of the 

highly conducting, and therefore reflecting, ionosphere. We will now 

turn to HILAT measurements of Z(f) and C±2(f) to search for evidence of 

Alfven waves which are not obvious in the time domain data alone. 

5.5 HILAT Satellite Data 

In order to find HILAT data with a significant correlation 

between Ex and SBy we studied the 26 different HILAT passes listed in 

Table 5.2.   (In the HILAT coordinate system, £ is the direction of the 
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Table 5.2. HILAT passes searched for 100 s intervals with a frequency- 
averaged E-SB coherency exceeding 0.5. Passes with an asterisk satisfy 
this criterion. 

Xaar Day.    Stert Time (UT)   MLTat6Q°   Solar Zenith Angle 
(dw) 

1983 344* 13:05 11:00 85 

1984 019 09:19 05:45 115 
1984 023 09:21 05:15 120 
1984 047 18:55 16:30 70 
1984 058 „ 17:33 14:15 65 
1984 063 17:04 13:30 60 
1984 067 02:05 00:00 130 
1984 075 ^ 15:16 12:00 55 
1984 096 11:16 11:15 60 
1984 122 ^ 18:45 18:45 60 
1984 164* 12:23 11:45 35 
1984 179* 10:58 10:00 45 
1984 217* 04:37 0515 90 
1984 242 03:56 01:45 110 
1984 245 „ 04:19 04:30 120 
1984 261* 15:43 12:30 50 
1984 318 19:54 16:00 85 
1984 329 16:48 17:00 80 
1984 345 14:56 12:45 75   . 
1984 346 14:30 12:45 75 

1985 052 20:09 16:45 80 
1985 089 00:59 23:00 115 
1985 112 12:42 12:45 55 
1985 148 17:30 17:45 45 
1985 265^ 17:06 13:45 50 
1985 277 15:15 12:15 55 
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satellite's velocity, t is downward, and / completes the right-hand 

system.) Each pass contains roughly 10 minutes of data taken in the 

northern hemisphere auroral oval and polar cap. The HILAT 

magnetometer samples at 20 s"1 and the electric field is derived from ion 

drift measurements taken either at 16 or 32 s"1. Since for our purposes 

we are only interested in the frequency components below 1 Hz we 

averaged the field quantities to 2 samples/s, or one measurement every 

3.7 km. We did not filter out the lowest frequency magnetic field 

variations due to mechanical oscillations of the satellite as we did in 

Chapter 3 because those variations are well below the range of 

frequencies we will consider here. The magnetometer resolution is about 

±6.7 nT, but averaging gives an effective resolution somewhat lower than 

this. 

We separated the data from the 26 passes in Table 5.2 into 284 

data segments of 100 s each and found the coherency spectrum from 11 

sub-segments as described in Section 5.3. The resulting coherency from 

each 100 s interval we then averaged over frequency to obtain a single 

measure of the Ex-SBy correlation. By averaging the coherency spectrum 

over all frequencies as a test to find meaningful correlations, we allow for 

the possibility of low correlation near DC but high correlation at higher 

frequencies. 

Figure  5.4a  shows  the  distribution of frequency-averaged 

coherencies C12 for the 288 100 s intervals obtained from the HILAT data 

survey. Figure 5.4b shows for comparison the distribution of coherencies 

for 284 100s intervals consisting of Gaussian white noise. The 3 intervals 

with values of C12 exceeding 0.8 are from Day 217,1984 and occur during 

periods of extremely small electric and magnetic fields.   Using straight 
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lines (i.e. E(t) = a\t + ci, 5B(t) = a2t + b2) alone as input to the analysis 

routines yields coherencies of unity, and we suspect that the Day 217 

coherencies are high for this same reason. That is, any segment of the 

magnetic field data has a low-order trend due to the oscillation of the 

satellite, and when no geophysical signals are present, the time series 

resulting from this trend can generate anomalously high coherencies. 

The passes of most interest to us are those with a noticeable amount of 

signal energy present and with C12 above 0.5, indicated by the arrow in 

Figure 5.4a. 

Notice from Figure 5.4b that even though the noise used to 

calculate the cross-spectra has a coherence of zero, the apparent 

coherence is near 0.3. This is due to the small number of data segments 

contributing to the ensemble average (i.e. N = 11). The average coherency 

in Figure 5.4b will decrease with increasing N, roughly as N"1/2. In fact, 

it is easy to verify that the average coherencies in Table 5.1 fall quite close 

to N"1/2 in magnitude. 

Having now identified several promising data intervals we will 

analyze in detail six examples which were taken when the Sondrestrom 

Incoherent Scatter Radar was scanning more or less along the N-S 

meridian. The radar measured ionospheric density profiles up to 850 km 

altitude and over a 800 km range in latitude (depending on the 

measurement altitude). The density profiles were averaged over latitude 

to obtain a single altitude profile [M. McCready and J. F. Vickrey, 

personal communication, 1990]. Since the density profiles are averaged 

in latitude, some of the apparent structure in altitude may actually be 

due to horizontal structuring in plasma density. 
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Often the upper range gates of the radar data are corrupted 

either by a poor signal-to-noise ratio or by echoes from man-made 

satellites. When this appears to be the case we replace the top portion of 

the radar-measured profile with an exponentially decreasing density to 

use as input to our numerical model. We also smooth the radar profiles, 

and we extrapolate the profile below 95 km using a 6 km exponential 

scale height. The high-coherency HILAT data in each case were not 

necessarily taken in the same region that the radar measured. 

In Figures 5.5-5.16 we show in chronological order the radar 

density profiles (both measured and smoothed), Ex(f) and 5By(f) for the 

100 s intervals of interest, and measured and modeled cross-spectra and 

impedance spectra for each of the six HILAT passes. While we present 

only the high-coherency data intervals, it is evident from the complete 

data sets that in each pass the large coherencies are found within the 

auroral oval, as indicated by large scale magnetic perturbations from the 

Region 1/Region 2 current systems. Unfortunately, unlike the sounding 

rocket example of the previous section, in all six HILAT passes it appears 

that the measured phase spectra have very large variances, and a 

comparison between measured and modeled curves is unconvincing. All 

cases do show a 180° phase shift between Ex and SBy, at DC however, 

which indicates a downward-directed Poynting vector for quasi-static 

fields. 

The measured and modeled impedance spectra are in better 

agreement than the measured and modeled phase spectra. On Day 096, 

1984 (Figure 5.10), Day 179,1984 (Figure 5.12), and Day 277,1985 (Figure 

5.16), the density profiles are somewhat similar and the numerical model 

predicts a single impedance peak in the 0.3-0.6 Hz range.  In all three of 
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Figure 5.6 Comparison of numerical model and experimental results 
using the smoothed density profile and electric and magnetic fields 
shown in Figure 5.5. Ensemble averages were formed from 11 separate 
32 point (16 s) intervals overlapping by 16 points each. Boxes indicate a 
coherency exceeding 0.5. 
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Figure 5.8 Comparison of numerical model and experimental results 
using the smoothed density profile and electric and magnetic fields 
shown in Figure 5.7. Ensemble averages were formed from 11 separate 
32 point (16 s) intervals overlapping by 16 points each. Boxes indicate a 
coherency exceeding 0.5. 
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Figure 5.10 Comparison of numerical model and experimental results 
using the smoothed density profile and electric and magnetic fields 
shown in Figure 5.9. Ensemble averages were formed from 11 separate 
32 point (16 s) intervals overlapping by 16 points each. Boxes indicate a 
coherency exceeding 0.5. 
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Figure 5.12 Comparison of numerical model and experimental results 
using the smoothed density profile and electric and magnetic fields 
shown in Figure 5.11. Ensemble averages were formed from 11 separate 
32 point (16 s) intervals overlapping by 16 points each. Boxes indicate a 
coherency exceeding 0.5. 
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Figure 5.14 Comparison of numerical model and experimental results 
using the smoothed density profile and electric and magnetic fields 
shown in Figure 5.13. Ensemble averages were formed from 11 separate 
32 point (16 s) intervals overlapping by 16 points each. Boxes indicate a 
coherency exceeding 0.5. 
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Figure 5.16 Comparison of numerical model and experimental results 
using the smoothed density profile and electric and magnetic fields 
shown in Figure 5.15. Ensemble averages were formed from 11 separate 
32 point (16 s) intervals overlapping by 16 points each. Boxes indicate a 
coherency exceeding 0.5. 
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these cases, the maximum measured impedance value falls within about 

15% of the model's prediction. Unfortunately, the peak measured 

impedance on Day 096,1984 (Figure 5.10) does not have a coherence above 

0.5 associated with it, and therefore the fact that it lies near the modeled 

peak may be coincidental. On Day 063,1984 (Figure 5.8), the ionospheric 

density profile was such that there are two impedance peaks below 1 Hz, 

and two peaks are clearly visible in the data. However, only the second 

impedance peak has a coherency above 0.5. 

On Day 261,1984 (Figure 5.14), there is a poor match between the 

model and experiment, and in fact the peak measured impedance occurs 

at a frequency for which the modeled impedance is minimum. A 

possible reason for the poor match is that the average density profile 

measured by the radar is not representative of the actual ionosphere 

below HILAT when Alfven wave energy, if any, was present. 

Day 344, 1983 (Figure 5.6) is an especially interesting case. On 

other passes and in the sounding rocket data the measured impedance 

function starts near Ep'1 at zero frequency and tends to increase. This is 

a consequence of a highly conducting ionosphere with Xp"1 < Z^ where Z^ 

is the Alfven impedance at the measurement altitude. One can see from 

the Day 344 density profile in Figure 5.5 that there is not much density in 

the E region, which causes a Zp'1 (~3 Q) greater than Z^ (~2 Ci). In this 

case the model standing wave impedance is maximum at 0 Hz and 

decreases with frequency. While the measured impedance values do not 

match the modeled values, the low order trend in the measured Z does 

decrease by a factor of 3 at higher frequencies, presumably because of the 

low E-region density. 
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Turning again to the example with two impedance peaks in both 

the measured and modeled data (Figure 5.8), we find that the frequency 

of the second measured impedance peak is .2 Hz smaller than predicted 

by the model. It is interesting to note that in the frequency range of the 

measured impedance maximum (0.6 - 0.8 Hz), the measured cross- 

spectrum has a high coherency and the phase is at a minimum, while 

the modeled phase maximizes. Comparing the measured and modeled 

phase spectra, one might expect that the input to the numerical model 

could be adjusted to bring them into agreement. One would have to find a 

parameter that affects only the higher frequency part of the curve while 

leaving the agreement between the impedance peaks at 0.3 Hz unaffected. 

Decreasing the electron density in the E and F regions will move both 

impedance peaks towards larger frequencies, thus an inaccurate density 

profile is probably not the cause for the disparity between the data and 

modeled curves. 

In contrast to the electron density profile, the ion collision 

frequency Vj near 150 km can affect only the high frequency part of the 

impedance and phase spectra. The reason for this is that, roughly 

speaking, Alfvön waves penetrate down into the ionosphere as long as the 

wave frequency a exceeds Vj. This effect is illustrated in Figure 5.17, 

where we have modeled the meridional electric field magnitude I Ex I for 

two different frequencies. We have used the "EF" density profile in 

Figure 4.2 as input to the model. If one defines the Alfv6n wave reflection 

altitude as the altitude near the E region where I Ex I is minimum, then 

Figure 5.17 shows that a 1.2 Hz Alfven wave penetrates to about 140 km, 

whereas a 0.5 Hz wave reflects at 180 km. Decreasing Vj below 150 km 

could then lower the reflection altitude for waves with frequencies near 1 
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Figure 5.17 Model meridional electric field profiles for two AlfV6n waves 
illustrating the fact that higher frequency waves reflect from lower 
altitudes. 
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Hz, which in turn would decrease the frequency of maximum \Z\ for 

those waves. Our modeled profiles of v^ are based on a neutral 

atmosphere model with an assumed thermospheric temperature of 1000 

K. The actual thermospheric temperature can vary widely, and as a 

result, the neutral atmosphere density and ion-neutral collision 

frequency can also vary. Thus the lack of agreement between our 

modeled and measured frequencies of peak I Z(f) I might be explained in 

part by our poor knowledge of Vj(z). 

The frequency dependence of the reflection altitude also explains 

why the frequency of the second impedance peak in Figure 5.8 (0.8 Hz) is 

not three times the frequency of the first peak (0.3 Hz). This factor of 

three relation would hold for a constant reflection altitude because 

impedance peaks occur when an observer is A/4 and 3A/4 above the 

reflector. But since higher frequency waves reflect from lower altitudes 

in the case of ionospheric reflections, the frequency of the second 

impedance peak is somewhat lower than three times the frequency of the 

first peak. 

While we have found reasonable agreement between measured 

and modeled frequencies of the frequencies of maximum I Z(f) I, in all 

cases the measured impedance is much smaller than predicted by the 

standing Alfven wave model, and in fact it is less than Zp'1 in most 

cases, although this also may indicate a problem with the neutral 

atmosphere or collision frequency models. 

We pointed out that the sounding rocket discussed in the previous 

section traveled mostly parallel to auroral structures and therefore spent 

a significant amount of time in regions where Alfv6n waves seem to 

occur the most.   This could account for the good data/theory match in 
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that case, especially in the phase spectrum. HILAT flies mostly 

perpendicular to auroral structures and probably spends less time in 

regions with Alfv6n waves. In the HILAT passes we have analyzed it 

appears much of the field energy is due to quasi-static fields with an 

associated impedance function Z(f) = Ip"1. Even so, the impedance 

function in most cases shows a significant increase at frequencies for 

which it is predicted to be maximum by the standing wave model. Thus 

HILAT must have flown through regions of Alfv6nic fluctuations, and 

most importantly the frequencies of detectable Alfvön waves are 

determined by the standing wave pattern, not the wave source. That is, 

in almost all cases there is at least some Alfv6n wave energy present at 

peaks in the standing wave impedance function, thus the magnetosphere 

is apparently supplying a continuous spectrum of waves, but only at 

those frequencies corresponding to peaks in Zif) does the electric field 

from Alfv6n waves constitute a significant fraction of the total electric 

field spectrum measured across the auroral oval. 

5.6 A Quantitative Estimate of the Amount of Alfven Wave Energy in 
Electromagnetic Field Data 

We have found measured impedances in the sounding rocket and 

satellite data which fall somewhere between Zp'1 and the numerical 

model's prediction.   Roughly speaking, a higher measured impedance 

means more spectral power due to Alfv6n waves and less to Doppler- 

shifted static structures.   We can attempt to state this relationship 

quantitatively by assuming that there is no smearing in the measured 

impedance spectrum due to variations in the Pedersen conductivity along 

the flight path, and that at any given time the measurements are due 
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completely either to Alfven waves or to static fields. (The case in which 

both Alfv6n waves and Doppler-shifted static fields are present at the 

same time almost certainly occurs but is difficult to treat since we have 

no way of knowing the relative phase between the Fourier components of 

the two contributions.) Under this last assumption we can conceptually 

separate the total power spectral density in a time series into 2 parts, i.e. 
PE = pEA + PE,S and PB = PBA + ^B,S>where PEtA and PByA are the power 

spectral densities of electric and magnetic fields from sub-intervals 

containing only Alfv6n waves, and PE,S 
and PB,S are fr<>m those sub- 

intervals containing static structures. The fraction of the electric field 

spectral power due to Alfven waves at frequency f is 

qE(f) = PEJ/<PEA + pE,s) (5.6a) 

and for the magnetic field 

QB(f> = pBAf(pBA + pB,S> (5.6b) 

Recognizing that Ho2pE,s/pB,S - 1/SP2 **& H?pEjJPBJL = Z2model (Zmodel 

is the numerical model's prediction of the standing wave impedance at a 

fixed altitude) leads to 

qE(f) = (Zp2 - Z-2
measuredtf))/(ZP

2 - Z^rr^m (5.7a) 

qB(f) = (ZP
2Z?measured(f) - l)KZP*Zfimodel(f) -1). (5.7b) 

We can evaluate the above expressions for rocket data shown in 

Figure 5.2 by choosing values at the peak in the impedance function, near 

0.5 Hz. In this case Zp'1 = 0.3 Q, Zmeasured = 1.5 Q, and Zmodei = 3.5 fi. 

The result is q% = 0.96 and qB = 0.18, i.e. Alfven waves are responsible for 

96% of the measured electric field power and 18% of the magnetic field 

power at 0.5 Hz. We expect the Alfven wave magnetic field contribution to 
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be small since the numbers were taken from the peak in Zif) which 

corresponds to a magnetic field node in the standing wave pattern. For 

the Day 063 HILAT data in Figure 5.8 the relevant numbers near the 

peak at 0.3 Hz are Ip1 = 0.12 Q, Zmeasured = 0.18 Q, Zmodel = 3.0 Q, qE = 

0.55 and qE = 0.002. Thus half of the electric field energy and almost none 

of the magnetic energy measured by HILAT during this particular pass 

is attributable to AlfV6n waves. 

At this point we must issue a note of caution concerning these 

estimates. The quantity qE increases very rapidly with Zmeasuredf and 

quickly reaches a value above 90%.Thus any anomalous increases in the 

measured impedance will cause qE to fall in the 90% range. For this 

reason, estimates of qE may be biased towards large values. Another 

potential source of error is our assumption of horizontal spatial 

homogeneity in the ionosphere. However, at first guess it would seem 

that this effect would smear the impedance function and decrease the 

peak impedance measurement, causing a decrease in the qE estimate. 

5.7 Discussion 

The impedance function measured with the Black Brant X 

sounding rocket flying nearly parallel to auroral structures (i.e. 

eastward) indicates that the electric and magnetic field fluctuations 

above 0.1 Hz in the spacecraft frame are due mainly to standing Alfven 

waves rather than Doppler-shifted spatial structures. In contrast, 

spectral energy from static structures plays a more important role in the 

HILAT measurements, but some AlfV6n wave electric field energy is 

clearly present in most passes at frequencies where the electric field 

standing wave pattern is predicted to be maximum.  A plausible reason 
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for the fact that HILAT measured less Alfven wave energy than the 

sounding rocket is that HILAT's velocity is perpendicular to most of the 

auroral structure, and most of the Alfven wave energy seems to be 

localized at latitudes near auroral arcs. These findings argue for the 

importance of Alfven waves in the electromagnetic structure of the 

disturbed auroral oval, and they lend credence to the idea that at the scale 

size of auroral arcs, magnetosphere-ionosphere coupling is influenced by 

Alfven waves as suggested, for example, by Hasegawa [1976], Goertz and 

Boswell [1979], Haerendel [1983], Lysak and Carlson [1983], and Seyler 

[1988]. 

While we have concluded that the measured structure in the 

impedance function is due to standing Alfven waves, we must also 

consider a few other explanations. For example, it is possible that the 

value of Zp associated with small scale static electric and magnetic fields 

is different than the Zp relating large scale fields, since small scale 

structures in the aurora, such as arcs, are associated with density 

enhancements. As a result, a spacecraft measuring Doppler-shifted 

static structures might find Zif) at low frequencies (i.e. large scales) to be 

larger than at high frequencies (small scales) since the Zp relating small 

scale fields would be higher. This mechanism is not the cause for the 

structure we observe in Zif) because 1) it predicts a decrease in Z rather 

than the observed increase, and 2) it cannot account for the phase 

spectrum measured by the sounding rocket. 

In addition to standing waves, kinetic Alfven waves (i.e. kxcl(ope ~ 

1) can also increase the field impedance measured above the ionosphere 

above Zp'1, as we can see from Faraday's Law, which tells us that k^z - 

kßx = <aBy. Eliminating Ez with Equation (2.17) and kz with (2.15) gives 
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By (5.8) 

The correction term kx
2c2/cope

2 is small for the HILAT data because 

spatial scales on the order of cl(Ope transform to several Hz in the satellite 

frame, but the peaks we measure in Z(f) occur between 0 and 1 Hz. On 

the other hand, since the sounding rocket was traveling nearly parallel to 

auroral structures and in the same direction as the plasma flow, it is 

possible that the Doppler-shifted frequencies corresponding to auroral 

structures could fall into the tenths of Hz range, and kinetic Alfven 

waves could possibly cause higher impedances in the rocket data. Again, 

(5.8) does not predict the phase spectrum shown in Figure 5.2, while the 

standing wave model does make such a prediction. We conclude that 

small horizontal wavelengths are not responsible for the structure in the 

rocket-measured Z(f). 

Another complication can arise if a spatially localized Alfven 

wave in a drifting plasma reflects from the ionosphere, but the reflected 

part of the wave convects away from the incident part. This can happen 

if dllx > V^/Vdrift* where d is the distance of the measuring platform 

from the reflection point, lx is the spatial scale of the Alfven wave, and 

Vfirift is the plasma drift velocity. A spacecraft above the ionosphere 

would then measure the local Alfv6n wave impedance rather than the 

standing wave impedance. This scenario was discussed by Mallinckrodt 

and Carlson [1978], but is not relevant to the data discussed in this 

chapter since incident and reflected waves are clearly interfering in our 

data. 

Throughout our analysis we have assumed that the field 

fluctuations we measure at any given time are either purely spatial or 
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purely temporal. Of course both types can and most likely do occur 

simultaneously, and incorporating this fact would complicate our 

analysis considerably. For example, if we measure a spatially modulated 

Alfv6n wave, Doppler shifting of the spatial structure would cause the 

measured wave frequency to be "mixed" to different frequencies. Future 

work should attempt to include complications such as this and the ones 

listed above, but much more detailed information about the 3- 

dimensional density structure in the ionosphere will be needed, and 

therefore measurements from a single satellite or rocket alone will not 

suffice. 

To compare our results here with previous work [Sugiura et al., 

1982], we performed a statistical analysis on the time-domain rocket data 

without filtering and we find that the correlation coefficient between the 

electric and magnetic fields p is 0.70, and the rms field fluctuations are 

related by H(firmslBrms ~ 0-33 ß. This value is in excellent agreement 

with the value of Zp'1 deduced from the Langmuir probe measurements. 

Since most of the spectral energy in the electric and magnetic fields is at 

low frequencies, this result gives the same impedance as found in the low 

frequency limit of Z(f). It is interesting to note that at short time scales 

Sugiura et al. [1982] noticed fine structures in the electric field that were 

not present in the magnetic field. This corresponds to an increase in Z(f) 

at higher spatial and/or temporal frequencies, as we have found to occur 

in the presence of standing Alfven waves. 

To reiterate the findings of this chapter we note that even though 

the HILAT-measured impedance spectra and the modeled spectra 

presented in Figures 5.6 - 5.16 do not match well in terms of numerical 

values, there is reasonable agreement between the measured and 
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modeled frequencies at which Zif) maximizes. This fact along with the 

excellent agreement between the sounding rocket data and the 

predictions of the numerical model allow us to conclude that Alfven 

waves are an important part of the overall electrodynamic coupling 

between the magnetosphere and auroral ionosphere. Furthermore, the 

quantitative estimates in Section 5.6 indicate that the electromagnetic 

field energy carried by Alfven waves exceeds the energy carried by 

structured Birkeland currents in the vicinity of auroral arcs. 



CHAPTER 6 

THE EFFECT OF ALFVEN WAVES ON 

INCOHERENT SCATTER RADAR MEASUREMENTS 

6.1  Introduction 

This thesis has helped to establish the importance of Alfven waves in 

the high-latitude ionosphere, and we might now ask how the presence of 

Alfven waves might affect the interpretation of radar measurements. 

High-latitude radars play a crucial role in the study of magnetosphere- 

ionosphere coupling, and rocket or satellite data are often analyzed in the 

context of supporting radar data since the radar measurements in many 

ways complement spacecraft measurements. Incoherent scatter radars 

are especially good at measuring density, temperature, and plasma drift 

velocity, among other parameters, both as a function of altitude and 

horizontal distance. Unfortunately the resolution of radar 

measurements is limited spatially by the antenna beam-width and 

temporally by the fact that many single measurements must be averaged 

due to the statistical nature of the returned signal. In practice, 

integration times are at least a few seconds and usually longer, 

depending on the ionospheric plasma density. Spacecraft, on the other 

hand, are able to take measurements of the electric field, for example, 

with a time resolution many orders of magnitude better than this, albeit 

only at one point in space per measurement. 

The signal analysis which extracts plasma parameters from the 

returned radar signal usually relies on the assumption that all 
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macroscopic quantities are homogeneous within a volume defined by the 

radar beam width and pulse length, and that they are time-stationary 

during the integration period. However, high resolution satellite 

measurements have shown that spatial homogeneity at antenna beam- 

width scales is not always a safe assumption at high latitudes. Swartz et 

al. [1988] gave an example of a Millstone Hill radar measurement which 

suffered from a breakdown in the assumption of spatial homogeneity by 

using HILAT data to identify 2 km/s drift velocity variations within the 80 

km width through which the antenna beam scanned during the 30 s 

integration period. By simulating the distortion in a theoretical 

spectrum which would result from the HILAT-measured velocity shears, 

the authors showed that a parameter fitting program would erroneously 

predict ion and electron temperatures of 2705 K and 990 K, while the 

undistorted spectrum would have indicated 1500 K They suggested that 

velocity shears are an alternate explanation for distorted incoherent 

scatter spectra which had previously been attributed to non-Maxwellian 

plasmas [Moorcroft and Schlegel, 1988; Lockwood et al, 1987; and 

L0vhaug and Flä, 1986] or ion hot spots [Kofman and Lathuillere, 1987]. 

There is evidence that time-stationarity during the radar integration 

period can also be violated at high latitudes. From our analysis in 

Chapter 5 of rocket and satellite data we have established that substantial 

time-varying electric fields can exist in the ionosphere with periods less 

than a typical radar integration period of 5 to 10 s. The event near 09:31 

UT in Figure 5.1 shows an electric field pulse with an amplitude 

exceeding 100 mV/m and a characteristic frequency of about 0.3 Hz. The 

ExB drift velocity resulting from this electric field is over 2 km/s. Clearly 
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the  assumption of time-stationarity would not be valid if radar 

measurements were taken in the vicinity of such a pulse. 

6.2 Incoherent Scatter Spectra with Time-Varving Drifts 

The theoretical spectrum received by an incoherent scatter radar 

was derived by Dougherty and Farley [1960,1963], Farley et dl. [1961], and 

Farley [1966]. Data processing in an ISR experiment usually involves 

measuring the spectrum or autocorrelation function at each range for 

each inter-pulse period (IPP), then averaging over several IPPs. The 

result is fit to the theoretical curve in a least squares sense. 

The theoretical "ion line" or low Doppler shift portion of an 

incoherent scatter radar spectrum is shown in Figure 6.1 for 2 different 

plasma densities. The spectra were generated assuming that the 

transmitter frequency is 1290 MHz (the operating frequency of the 

Sondrestrom radar), the plasma has 0+ as its only ion constituent, Te = T; 

= 1500 K, and the antenna is directed along Bo- The spectrum for ne =106 

cm-3 is typical for cases in which the radar wavelength is much longer 

than 4TCAD where Ap is the Debye length. With this set of parameters XD = 

2.3 mm. The wavelengths of the Sondrestrom and EISCAT (933 MHz) 

radars are small enough so that Kadar is comparable to 4KXD for lower 

densities, and the measured spectra lose their double-humped 

appearance as evidenced by the ne = 104 cm-3 (fo = 2.3 cm) curve in 

Figure 6.1. The depth of the valley at zero Doppler shift depends not only 

on the Debye length but also the ratio TJTi and the ion composition. 

If the ionospheric plasma has a bulk drift, the entire spectrum is 

shifted by an amount a)d = k-Vd where Vd is the line-of-sight drift velocity 

and I k I = 4K/Xradar. If the drift is due to an Alfven wave, Vd will change 
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Figure 6.1   Theoretical ion-line spectra at 1290 MHz assuming an 0+ 
plasma with two different densities. 
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from IPP to IPP and the spectrum S '(co) resulting from the averaging 

process will be 

s-M-jLfs(.-k.v«l)- (61) 

where i is an IPP index and N is the number of IPPs included in an 

integration time. We have assumed that the drift velocity does not 

change substantially during a single IPP, which is typically on the order 

of 10 ms in duration. 

In order to quantify the amount of distortion introduced by an Alfvön 

wave in a high latitude ISR experiment we distorted several theoretical 

spectra in the manner indicated by Equation (6.1) assuming that the drift 

velocity V^j varies sinusoidally with i, i.e. 

I Vd,i I = Vd,maxsin(2m/N) (6.2) 

where we have used N = 1000. Figure 6.2 shows the effect of this 

operation on both spectra in Figure 6.1 for Vd.max = 750 m/s. The 

associated electric field amplitude is about 38 mV/m, which is certainly 

possible at high latitudes. The ne = 106 cm-3 spectrum appears to be most 

affected, with its double-humped structure nearly obliterated. Since the 

peak-to-valley ratio has changed drastically, one would expect a least- 

squares fitting program to underestimate the temperature ratio Te/Ti. 

Distorting the spectrum in the smaller ne case has widened it, but the 

fact that there was no pronounced valley in the spectrum to begin with 

suggests that the TJTi estimate from a fitting program will not suffer 

from errors as large as those in the high density, small Debye length 

case. 

Figures 6.3a and b show temperature estimates from a least-squares 

fitting program versus Vj, max for the two spectra in Figure 6.1.   The 
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Figure 6.2 Spectra which would result from smearing the spectra in 
Figure 6.1 with a 750 m/s amplitude sinusoidal drift velocity which has a 
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Figure 6.3 Electron an ion temperature fits to ideal 1290 MHz ion-line 
spectra which have been smeared with a drift velocity of the form Vd = 
Vd,max&in(2Kt/T), where T is less than the radar integration time. 
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Figure 6.4 Electron an ion temperatures fits to ideal 933 MHz ion-line 
spectra which have been smeared with a drift velocity of the form V<f = Vd, 
maxsin(2nt/T), where T is less than the radar integration time. 
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codes for generating theoretical spectra and performing the fits were 

supplied by P. Erickson and J. Pingree [personal communication, 1990]. 

Figures 6.4a and b show curves generated using parameters identical to 

those in Figure 6.3 except for the transmitter frequency, which has been 

changed to the EISCAT UHF frequency of 933 MHz. 

According to Figure 6.3a, velocity fluctuations with amplitudes of 

250 m/s, which are quite common in the auroral zone, can generate an 

anomalous increase in T; of almost 100 K and an associated decrease in 

Te of about 30 K. In the lower density case (Figure 6.3b) the temperature 

estimate errors are less than half of these values. Unfortunately, 

although the errors are smaller, lower density plasmas require longer 

radar integration times and thus it is more likely that time-stationarity 

will be violated. A 1 km/s sinusoidal drift can cause an erroneous Ti of 

nearly 3500 K and Te of about 850 K in the ne = 106 cm-3 case. But while 

fluctuations of this magnitude certainly occur in the auroral ionosphere, 

the event shown in the Black Brant data in Chapter 5 lasts only a few 

seconds. In this case a longer integration time might serve to reduce the 

error in the Ti estimate from what it would be if the Alfven wave lasted 

the entire integration period. 

At 933 MHz with ne = 106 cm-3 (Figure 6.4) the temperature estimate 

errors are slightly less than in the 1290 MHz case. For ne =104 cm-3, 

errors in the estimated Ti are about the same at both transmitter 

frequencies, while Te estimates are in greater error at 933 MHz, although 

only by 150 K with a 1 km/s drift. 
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6.3  Conclusions 

Swartz et al. [1988] have shown that spatial velocity shears at middle 

and high latitudes can violate the assumption of spatial homogeneity 

with ISR antenna beams, and can cause anomalously large ion 

temperature estimates. This phenomenon can mimic the effect of ion hot 

spots or non-Maxwellian plasma distributions. 

We have shown that similar errors in temperature fits can occur in 

the presence of Alfven waves. In the case where Kadar » 4JIAD the 

increased ion temperature estimates are accompanied by a marked 

decreases in Te estimates. If observed over a period of several minutes, 

this signature might help to distinguish anomalously large ion 

temperatures due to Alfv6n waves from actual occurrences of ion hot 

spots since the latter would not likely occur simultaneously with 

decreases in the electron temperature. 

Ground-based magnetometers might also be used to identify ISR 

spectra distorted by Alfv6n waves, although these instruments tend to 

average over a vast portion of the sky. An event like the one shown in 

Chapter 5 (Figure 5.1) near 09:31:30 UT might have a magnetic signature 

on the ground known as a "giant pulsation", and simultaneous 

measurement of such a magnetic pulsation with distorted ISR spectra 

would be a useful demonstration of the effect of Alfv6n waves on radar 

measurements. 

Optical data from image intensified TV images might prove more 

useful in identifying causes of distorted spectra since rapid motion of 

auroral forms would be a good indication of Alfven wave activity. The 

amount of spectral distortion could be compared inside and outside of 

such regions, for example. 



CHAPTER 7 

CONCLUSIONS AND SUGGESTIONS 

FOR FUTURE RESEARCH 

7.1  Summary of Results 

The electric and magnetic fields which couple the magnetosphere 

and ionosphere carry a wealth of information regarding the amount and 

direction of energy flow, the characteristics of energy dissipation in the 

ionosphere, the temporal and spatial structure of magnetospheric energy 

sources, and the presence of neutral winds in the ionosphere. Since 

there are many physical processes which create and modify them, in-situ 

measurements of these fields can be difficult to interpret. In this thesis 

we have taken existing analysis techniques, e.g. spectral and cross- 

spectral analysis, and applied them in new ways to auroral electric and 

magnetic field data. We will now summarize the main results presented 

in this dissertation. Since Chapter 5 contains the bulk of the results, we 

begin there. 

In-situ measurements of magnetosphere-ionosphere coupling via 

Alfvin waves. Chapter 5 contains data from two different experiments: 

1) a sounding rocket launch into the dayside auroral oval, and 2) several 

oval crossings by the HILAT satellite. The results of these two 

experiments are similar in that at frequencies below about 0.1 Hz (as 

measured in the spacecraft frame) the meridional electric to zonal 

magnetic field ratio Z(f) = ^Ex(f)/SBy(f) is equal or nearly equal to the 

inverse of the height-integrated Pedersen conductivity of the ionosphere 
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Zp-1 , and the cross-product of the fields indicates a downward Poynting 

vector. These measurements are consistent with energy flow directed 

from the magnetosphere toward the ionosphere in the form of quasi- 

static electric fields and field-aligned currents. This energy is dissipated 

in the conducting part of the ionosphere. The measurements in Chapter 

5 are also consistent with earlier findings from Sugiura et al. [1982], 

Sugiura [1984], and Smiddy et al [1984]. 

For time scales shorter than 10 s the results from the rocket and 

satellite experiments differ. The rocket-measured Zif) increases 

smoothly to apeak value of about 4 Zp_1 at 0.3 Hz and above. This value 

is near the Alfven impedance JUQ V^, which indicates that the fields are 

due to Alfv6n waves and the fluctuations are therefore temporal rather 

than spatial structures which have been Doppler- shifted from the rocket 

motion. Furthermore, the shape of Zif) and the phase relation between 

Ej_ and 8B± indicate a standing Alfvön wave pattern due to reflections 

from the ionosphere. 

The satellite data consist of six passes for which the frequency- 

averaged coherency spectra were significantly larger than could be 

expected from random noise. The measured impedance spectra fall near 

Zp'1 over most of the spectrum and do not vary as much as in the 

sounding rocket case. However, in most cases the frequency of the 

maximum measured impedance falls within 10-15% of the frequency 

predicted from the standing Alfvön wave model. A plausible explanation 

for this is that most of the field energy measured by HILAT is from 

structured quasi-static fields, but occasionally there are Alfv6n waves 

present. Alfven waves can be identified in the impedance spectra by their 

increased impedance, and we find that the frequency of the resulting 
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electric field enhancement is determined by the electrical length of the 

satellite above the reflecting part of the ionosphere. That is, HILAT 

measures increased impedances at frequencies for which its orbital 

altitude is at the peak of the electric field standing wave pattern. If the 

frequencies of detectable Alfv6n waves were determined by the wave 

source, one would expect increased impedances at frequencies which 

bear no relation to those predicted by the standing wave model. This is 

apparently not the case. Unfortunately the variances of the satellite- 

measured phase spectra were too large to predict the phase shift between 

the meridional electric and zonal magnetic fields. 

We found two pieces of evidence which suggest that the measured 

Alfven wave energy is concentrated near auroral arcs. The first is from 

the rocket data in Figures 5.1c and d, which shows that increases in 

electric field energy in the 0.25-0.35 Hz range are correlated with 

enhancements in precipitating electron energy flux. The second is 

indirect, and follows from the observation that based on the measured 

impedance spectra a much larger fraction of the electromagnetic field 

energy measured from the sounding rocket is due to Alfven waves than 

in any of the 6 HILAT passes. Since the sounding rocket velocity was 

eastward, it is likely that it spent much more time in the vicinity of 

auroral arcs than HILAT, which moves mostly perpendicular to auroral 

structures. Consequently, HILAT spends less time near individual arcs 

and this may explain the diminished evidence for Alfv6n waves in 

HILAT data. 

Again, the major points from Chapter 5 are: 

- The frequency-dependent relations between amplitudes and 

phases of the meridional electric and zonal perturbation magnetic field 
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data from the Greenland II Black Brant sounding rocket are in excellent 

agreement with a standing Alfven wave model. 

- The values of the impedance function measured by HILAT are 

much lower than those predicted by the numerical Alfv6n waves model, 

indicating that much of the spectral energy is dominated by quasi-static 

structures Doppler-shifted by the spacecraft velocity. 

- HILAT does detect some Alfven wave energy at frequencies for 

which the satellite is at a peak in the electric field standing wave pattern, 

indicating that the shape of the Alfven wave frequency spectrum near the 

ionosphere is determined by wave interference, not the magnetospheric 

wave source. 

- Alfven waves appear to be localized in latitude near auroral arcs. 

It is not clear from this study if the spatial coincidence of Alfv6n 

waves and arcs is due to a causal link between the two, as suggested by 

previous authors (see Chapter 5). Hopefully, future studies can help to 

establish such a link by adding to the amount of low-frequency data taken 

by spacecraft traveling parallel to the auroral oval. These studies will 

have to be carried out either with sounding rockets or satellites in a 

somewhat lower inclination orbit than HILAT (81°), closer to 70°. 

Successful experiments in the future will need to include many different 

instruments, as in the upcoming Auroral Turbulence campaign. High 

time resolution ground-based auroral imaging will be especially helpful 

in determining the amount of spatial structuring and dynamic activity 

characterizing the environment in which in-situ measurements are 

taken. 
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Numerical model of Alfven wave reflections in the ionosphere. A 

model similar to the one presented in Chapter 4 is a very useful tool in 

interpreting the data. Future models can be improved by relaxing the 

assumption of spatial homogeneity in horizontal directions, although 

this will greatly complicate the code. However, we have been able to 

explain several features in the data without taking into account auroral 

density structuring. Although we have used the numerical model 

mainly as an aid in interpreting experimental data, in Chapter 4 we 

. showed that it is also a useful tool for understanding the general 

reflection and absorption properties of the ionosphere. A summary of 

these properties is as follows: 

- The meridional electric field reflection coefficient \T\ for Alfven 

waves with periods greater than 10 s is close to (2p*1 - ^V^)/(Zpml + 

HQVA) where the Alfven velocity is taken above but close to the 

ionosphere. This can be interpreted as meaning that the ionosphere 

behaves as a thin conducting slab on these time scales. 

- For time scales shorter than 10 s, IT I decreases. In model 

ionospheres with an F region, I r\ experiences sharp nulls separated by 

a few tenths of Hz. These nulls correspond to resonances which increase 

the electric field amplitude (and thus the Joule heating) above the E 

region. Thus as a general rule, it appears that more E-region ionization 

increases I Tl, and F-region ionization tends to decrease I Tl. 

- Electron collisions have little effect on the reflection coefficient, nor 

do the density and ionization scale heights in the lower atmosphere. 

Therefore the ion collision and plasma density profiles above 100 km are 

mainly responsible for the behavior of I IXf) I. 
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- The horizontal spatial scale of the Alfven wave has a negligible 

effect on ITI for Xx > 10 km, and ITI decreases somewhat as Xx 

approaches 1 km. 

Energy flow into and out of the upper atmosphere. Many 

parameters of the solar-terrestrial system (e. g. solar sunspot number 

and geomagnetic activity indices) are continuously monitored from 

ground-based and orbiting instruments. The total low-frequency 

electromagnetic energy flux into the polar cap and auroral oval is not 

currently monitored in this way, yet it is potentially an important factor 

in characterizing the energetics of the upper atmosphere. 

In Chapter 3 we compare two quantities which are useful for 

measuring EM energy input into the ionosphere, Joule dissipation and 

Poynting flux. They have been used by previous authors who have made 

case studies of individual events, but they are not routinely monitored. 

The first quantity relies on electric field measurements and assumed or 

derived ionospheric density and collision frequency profiles. Satellites 

which can measure both electric and perturbation magnetic fields can 

determine the Poynting vector and thereby circumvent the potential 

errors in Joule dissipation measurements arising from incorrect 

ionospheric models. Another advantage of using Poynting flux is that it 

is that it is a signed quantity, thus upward Poynting flux can be used to 

indicate areas in which the neutral wind is acting as an electrical 

dynamo and supplying energy to the magnetosphere. 

Effects ofAlfuän waves on incoherent scatter radar spectra. Finally, 

in Chapter 6 we have argued that Alfven waves can occur in the auroral 

oval with amplitudes and frequencies sufficient to severely distort 
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incoherent scatter radar spectra. The plasma drifts from a 20 mV/m 

wave with a period much less than the radar integration period tend to 

cause significant increases in apparent ion temperature as estimated 

from least-squares fitting programs. When the plasma Debye length is 

much less than the radar wavelength, the programs erroneously predict 

decreased electron temperatures as well. 

7.2 Future Research: Quasi-Static Fields and Neutral Winds 

In Chapter 3 we established that in many ways, satellite 

measurements of the DC Poynting vector ExH are superior to Joule 

heating estimates. Hopefully, satellite Poynting flux measurements will 

be part of future synoptic studies of the high-latitude ionosphere. 

An especially interesting application of Poynting flux 

measurements is in the area of ionosphere-thermosphere interactions. 

In Section 3.3 we calculated electric fields and currents generated by 

neutral winds in the ionosphere for two different electrical loads, and we 

showed that neutral wind dynamos give rise to an upward Poynting 

vector above the ionosphere. While detections of upward Poynting flux by 

satellite can reveal much about the ionosphere and winds below, altitude 

profiles of E±(z) and 8B±(z) (which must be measured with sounding 

rockets instead of satellites) would be of more use in a detailed study of 

wind-driven dynamos. A reason that altitude profiles are necessary is 

that, contrary to our assumption in the Section 3.3 examples, 

thermospheric neutral winds can vary in altitude as a result of tides and 

gravity waves. The height variation of the winds causes associated 

changes in perturbation magnetic fields, as we shall show later in this 

section. 
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At middle and low latitudes, global scale electric fields and currents 

in the ionosphere are controlled mainly by tidal modes in the 

thermosphere, especially during the daytime, as discussed by Richmond 

et al. [1976] and Richmond and Roble [1987]. The thermosphere- 

ionosphere interaction is important at smaller scales as well, where 

neutral atmosphere dynamics are driven by gravity waves. For example, 

Rottger [1973] and Kelley et al. [1981] showed that gravity waves can cause 

structuring of equatorial spread-F irregularities. 

During magnetically quiet periods the neutral wind is an important 

source of electric fields and currents at high latitudes as well, as has 

been measured with the Chatanika radar by Brekke et al. [1974]. Even 

during magnetically active times the neutral wind can be important. As 

we discussed in Chapter 3, the effective conductivity of the ionosphere is 

modified by neutral winds, so even if the neutral winds are not driving 

dynamo fields, the load characteristics of the ionosphere are affected by 

winds. Another neutral wind effect was considered by Forbes and Harel 

[1989], who showed that a magnetospheric disturbance can accelerate the 

neutral wind in such a way that the net magnetic perturbation decreases 

after some time even though the driving electric field remains constant. 

Vertical variation of wind velocities on scales of tens to hundreds of 

km in the thermosphere can occur as a result of upwardly propagating 

gravity waves and tides, and the correlation of these winds with 

ionospheric electric fields has been measured using chemical tracers 

released by sounding rockets [Mikkelsen et al., 1981,1987] and modeled 

numerically by Pereira [1979], among others. Earle and Kelley [1988] 

compared Chatanika-measured electric fields with mesospheric gravity 

waves and found similar spectral characteristics, suggesting that during 



173 

quiet times, thermospheric winds and electric fields are strongly 

coupled. 

While gravity waves can create dynamo electric fields in the 

thermosphere, it is difficult to show experimentally that a particular 

spacecraft or radar electric field measurement is due to gravity waves. 

For example, one might try to show that the electric field E and neutral 

wind U vary together in time, but the minimum wave period for gravity 

waves is on the order of five minutes. Of course, spacecraft are unable to 

make measurements at a single point in space for this long. Ground- 

based radars can be used for the electric field measurement, but the 

problem of measuring the neutral wind above 100 km for tens of minutes 

remains. 

A second way one might study the gravity wave-electric field 

interaction is to correlate the variations of U and E as a function of 

altitude. But, as we showed in Chapter 4, electric fields with time scales 

of over 10 s map along geomagnetic field lines, so U may vary but E will 

not. However, since the horizontal current in the ionosphere can be 

driven by both electric fields and winds, it so happens that 5BJL does vary 

with altitude in the presence of gravity waves. We suggest that 

simultaneous rocket measurements of 5B± and U might be a useful way 

to study the interaction between gravity waves and the ionosphere. 

To obtain some idea of the magnetic field magnitudes one can expect 

from gravity waves, we will now calculate some wind-driven magnetic 

field profiles for the simplified case in which B0 is vertical, dldy = 0 (no 

variation in the zonal direction), and U, E, and SB vary as exp(ikx). 

Furthermore, we will allow only a zonal wind Uy and a meridional 

electric field Ex. 
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In general, the current J is given by 

J = 0-(E + UxBo) (7.1) 

where 0 is given by Equation (3.3).  As we discussed in Chapter 3, (7.1) 

can be found by transforming J' = CT-E' from the neutral wind frame into 

the Earth-fixed frame.  The £ and $ components of Ampere's law, VxB = 

fjQ J, can now be written: 

dB 
*■£- *>°P(E*+U>BO) (7.2a) 

«^       OJB„        OB, /_. XT      T>   \ 

r--g?-§?-»«ME. + UyBo) (7.2b) 

Thus, given Ex (z) (which is constant), Uy (z), and a boundary condition 

for By, we can integrate (7.2a) to find By(z). We can find both Ex and a 

boundary value for By above the ionosphere from current continuity and 

the fact that Jx = op(Ex +UyBQ): 

= ikx I 
JL 

ap(Ex+ UyBo)dz 
ionosphere (7.3) 

We can eliminate Jz with Ampere's Law, PQJZ = - ikxBy.  Since Ex is 

constant in altitude, (7.3) can be written 

-By = noZpEx +14)1 opUyBodz 
Jionosphere (7.4) 

Notice that we have divided all quantities by kx. This is of course 

only valid for kx * 0, and the physical reason for this is that we must have 

at least some variation in x to have electric and magnetic fields above the 

ionosphere. If there is no structure in the £ direction, the neutral wind 

would still drive currents but there would be no divergence of currents, 

no charge buildup, and consequently no electric fields. 
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To completely solve for Ex and By above the ionosphere we need an 

additional relation between them, but this is dependent on the "load" 

which is receiving energy from the wind dynamo. In Chapter 3 we used 

the conjugate ionosphere with a neutral wind as a load. This assumes 

that the two ionospheres have been electrically connected for a long time 

compared to the time it takes an Alfven wave to propagate between 

hemispheres so that a steady state has been reached, and the example is 

probably more useful as an illustrative tool than as a geophysical model. 

A more appropriate load model in the auroral oval and especially in 

the polar cap is simply an outward-traveling Alfven wave which does not 

reflect and never returns to the ionosphere. In the oval, field lines may 

be closed but they are very elongated, and an Alfven wave would likely 

convect away from its region of origin even if it did reflect from the 

conjugate ionosphere. In the polar cap with southward IMF the field 

lines are open, so unless a neutral wind-driven Alfven wave reflects from 

some magnetospheric turbulence or boundary, the neutral wind sees 

only an Alfven wave load. This means that we relate the fields at the top 

of the ionosphere with the Alfven impedance, HoEx/By = /IQ V^ = Zj±. 

From (7.4), the neutral wind-driven electric field in and above the 

ionosphere is then 

Ex = -[    ^OVA     I) opUyBodz 
\1 + HoVAZpjJionosphere (7.5) 

In most cases [1Q Vj^Zp > 1. For a neutral wind which is constant in 

altitude we can put UyBQ outside of the integral in (7.4), and the 

resulting electric field will be slightly less than UyB0. This can be 

understood as follows. Currents in the £ direction are driven by Uy, and 

charges build up where this is a divergence of current, creating electric 
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fields which oppose the current. If there were no load, the electric field 

would drive a current exactly opposing the wind-driven current and we 

would find the electric field Ex ~-UyBQ. Alfven waves act as a high (but 

not infinite) impedance load and carry away some of the charge, making 

the electric field magnitude I Ex I < I - Uy B0 I. For any high impedance 

load, the electric field will give a fairly accurate measure of Uy in the 

ionosphere, although it is difficult to assure in any given high-latitude 

measurement that no electric fields applied in the magnetosphere are 

present. This should be less of a problem in the dayside mid-latitude zone 

and a study of such regions might be very interesting. Fields with an 

outward Poynting flux and which are related by the Alfven impedance 

might be a useful indication of fields produced solely by neutral winds 

We are now ready to investigate the altitude dependence of the zonal 

magnetic field By by integrating Equation (7.2a). We will not plot the 

electric field since it is constant in altitude, but we will note the value of 

Ex in each of the figures. Figure 7.1a shows cBy (z) for UyB0 (z) = 1 with 

the "EF" model density profile (Figure 4.2a). There is not much 

difference between this and the field profile due to magnetospheric 

forcing shown in Figure 4.7c. The relation between Ex and By is quite 

different in the two cases, however, since in the wind-driven case the 

Poynting vector is away from the ionosphere and the field impedance is 

ZA instead of Zp'1 . 

Altitude-dependent winds complicate By (z). Thermospheric winds 

with amplitudes of 100-200 m/s and wind shears with vertical 

wavelengths of tens to hundreds of km can be caused by the vertical 

propagation of gravity waves and tides [Mikkelsen et ah, 1987]. Figures 

7.1b-d show cBy (z) for altitude-dependent winds of the form Uy (z) = 
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Figure 7.1 a) Zonal magnetic field perturbation due to a 100 m/s neutral 
wind which is constant in altitude, b-d) Magnetic perturbations due to 
zonal neutral winds of the form Uy(z) = 100cos(27t(z -100 km)/A*). All four 
profiles were calculated using Profile "EF" shown in Figure 4.2, and the 
upper boundary condition demands that EJ8By = V^. 
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Umax COS(2TC(Z -100 km)//^) with Umax  = 100 m/s and Xz = 50,100, and 

200 km. 

At wavelengths for which the integral in Equation (7.5) is zero, Ex 

and By above the ionosphere vanish but there can still be horizontal 

currents and perturbation magnetic fields in the ionosphere. This 

suggests a way in which sounding rockets might identify gravity wave- 

driven magnetic fields: the zonal magnetic field due to gravity waves can 

be stronger in the E region than above, whereas static B-fields driven by 

the magnetosphere increase monotonically with height. This distinction 

is true only in the DC limit, thus such an experiment would have to be 

carried out during low magnetic activity. Although neutral winds at 

ionospheric heights are difficult to measure, an experiment which 

correlates the neutral wind altitude profile with By(z) would be very 

useful in demonstrating the existence of a gravity wave-driven dynamo. 

From (7.5) we see that in the northern hemisphere one would look for 

magnetic perturbations in the same direction as Uy (since BQ <0) while 

in the southern hemisphere the two quantities would have opposite signs. 

Unfortunately, the magnetic fields generated by gravity waves 

shown in Figure 7.1 are quite small, i.e. 1-2 nT. Winds on the order of 300 

m/s could create magnetic fields of about 5 nT, but the measurement 

would still be difficult to make. One would probably have to perform the 

experiment at sub-auroral latitudes to minimize magnetospheric sources 

of electric and magnetic fields. 

7.3 Future Research: Spacecraft Measurements of Alfv6n Waves 

The comparison of spacecraft measurements and numerical model 

predictions presented in Chapter 5 has proven to be a fruitful method for 
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studying Alfven waves. Continued studies along these same lines may 

help to reveal the nature of the relationship we observed between Alfven 

waves and auroral arcs. A two dimensional (i.e. vertical and 

meridional) model of the Alfv6n wave-ionosphere interaction might be 

necessary to understand the latitudinal dependence of Alfv6n wave 

occurrences. 

Although we have searched roughly 25 satellite passes for evidence 

of Alfv6n waves, we have only a few cases for which there is strong 

evidence for waves. Satellites with more sensitive instruments and lower 

inclination orbits than HILAT can possibly help to increase the number 

of observations of Alfven wave associated with auroral arcs. M. C. Kelley 

[personal communication, 1990] has suggested that a statistical study of 

field fluctuations could help to quantify the relative importance of Alfven 

waves in the auroral ionosphere. This study would be carried out with 

data from an extended satellite mission by calculating E± and 8B±_ 

fluctuation amplitudes within a few wide frequency intervals between 0 

and 1 Hz. Fluctuation amplitudes exceeding some minimum value (to 

ensure the presence of geophysical signals) would contribute to an overall 

average, and the resulting electric and magnetic field averages at each 

frequency would be divided to form impedance estimates. The amount of 

any increase in field impedances with increasing frequency could be 

used to make a numerical estimate, as described in Section 5.6, of the 

relative importance of Alfv6n waves and quasi-static fields in auroral 

electrodynamics. 
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7.4   Future Research:   Incoherent Scatter Radar Measurements of the 
Aurora 

Spatially sheared and time-varying plasma drifts can hinder 

attempts to measure ionospheric plasma temperatures with incoherent 

scatter radars, as discussed in Chapter 6. But the same fluctuations 

responsible for the errors are worthy of study in themselves. A joint 

radar-optical experiment is presently being planned for the EISCAT 

radar which will seek to identify ISR spectra distorted by spatial and 

temporal electric field variations. 

The EISCAT radar is a tri-static system with a transmitter in 

Trömso, Norway and receivers in Norway, Sweden, and Finland. The 

antenna beam widths for the UHF system are all 0.6°, thus the width of 

the Trömso beam at, say 100, 200 and 300 km above Kiruna, Sweden is 2.3, 

3.0, and 3.3 km respectively. (The distance between Trömso and Kiruna 

is roughly 200 km.) The beam width of the Kiruna receiving antenna in 

the same regions is 1.1, 1.2, and 3.1 km. Thus velocity shears in the 

common volume of the two antenna beams are less likely to affect the 

received spectrum at Kiruna than at Trömso, especially at lower 

altitudes. An enhanced ion temperature or non-Maxwellian velocity 

distribution, on the other hand, would affect spectra at both receivers 

equally. Comparing the spectra from both locations is a good way to 

determine the relative importance of shears, ion hot spots, and non- 

Maxwellian plasmas. 

The radar measurements will be taken with a high time resolution 

(tens of ms per frame) all-sky TV camera situated below the common 

volume in Kiruna. The optical data will provide valuable information 

concerning the spatial and temporal structure of electric fields in the 
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radar scattering region. Although the camera cannot measure electric 

fields directly, it can record the optical signature of auroral arcs, which 

are known to be associated with large velocity shears. Thus one would 

expect the velocity shears in a stable, quiescent arc within the common 

volume to broaden the backscattered spectrum in Trömso and have a 

smaller effect on the Kiruna measurement, due to the smaller receiving 

antenna beam width. When interpreting distorted spectra measured at 

both receiver sites and in the absence of auroral arcs, one could probably 

rule out spectral contamination from velocity shears. 

The all-sky TV camera can also be useful for identifying conditions 

conducive to Alfven waves. In at least one example, namely the Black 

Brant rocket flight we analyzed in Chapter 5, the very presence of auroral 

precipitation was an indication of Alfven waves. At this point we do not 

know if all arcs have associated Alfven waves, but optical evidence of fast 

time variations such as perturbations propagating along arcs or 

pulsating auroras would most likely be a telltale sign of Alfven wave 

electric fields. As we suggested in Chapter 6, ground-based 

magnetometer data might also be used to verify the presence of temporal 

fluctuations. If, based on measurements from several instruments, one 

is fairly confident that Alfven waves and spatial velocity shears are not 

present in the radar scattering volume, the ion hot spot or non- 

Maxwellian interpretation of distorted ISR spectra can be applied with 

some confidence. 

An important part of the experiment we have outlined here is the 

fact that many instruments will be used simultaneously. There will be 

simultaneous data from the radar, an optical camera, a ground-based 

magnetometer, and possibly a satellite, if there happens to be a coincident 
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pass. Multiple diagnostics are necessary because although the visible 

part of the aurora lies in a relatively confined region, i.e. in the auroral 

oval between 100 and 1000 km in altitude, the keV electron energy source 

is thousands of km above the ionosphere, and the source of plasma is 

probably much farther away still. The structure of the visible aurora is 

thought to be imposed in the acceleration region, thus optical images 

provide information from a part of the auroral system which is quite 

removed from the E- and F-region radar measurements. 

Unfortunately, the regions of the auroral system which lie beyond 

the acceleration zone are accessible only to satellites, and it is next to 

impossible to coordinate measurements in those regions with 

ionospheric measurements of the aurora, in large part because of the fact 

that one cannot know exactly how geomagnetic field lines map from the 

ionosphere to the magnetotail. Numerical simulations can help to piece 

together an understanding of the different parts of the auroral system, 

but of course simulations require accurate information concerning 

boundary conditions, and this information must be supplied with 

experimental data. 



APPENDIX A 

POYNTING'S THEOREM 

A   formal   derivation   of Poynting's   theorem  begins   with 

consideration of the total magnetic energy in some volume, 

The time rate of change of this quantity can be written 

3'    W)))}       * (A2) 

Using dB/dt = -VxE and the vector identity V(ExB) = B-VxE - E VxB we 

have 

^ = _ JJ I I V(ExB) dV-M 11 E(VxB) dV 
dt      Lio))) /xoJJJ (A3) 

If we consider the static case deßldt = 0 and furthermore, that VxB = \XQ J, 

we can write 

i\\\v^)dV-\\\ E-JdV 
&>]]] ]]] (A4) 

Finally, from Gauss' Theorem 

E J dV lh-lll (A5) 

where P = (ExB)//i0   and the vector d§ is pointed into the volume 

everywhere. 
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A classic example of this result is that of a long thin wire of 

resistance R carrying a current I across a voltage V. Since the magnetic 

field in this case is given by B = fjQl/2m andE = V/L where a is the wire 

radius and L is its length, the total energy flux into the wire is the 

surface integral of P, 

"-//'■--AS©'-»-» (A6) 
which yields the total energy dissipated per unit time in the volume. 

Obviously, in deriving this result we have ignored the fringing fields and 

the contributions at the ends of the thin wire. 



APPENDIX B 

STATIC MAGNETIC FIELDS FROM 

AN IDEALIZED AURORAL ARC 

Figure Bl shows an idealized auroral arc which is constructed of 3 

infinite sheet currents with current density K (Amps/(unit length)). The 

field-aligned current sheet at* = -d/2 has a downward current in the -i 

direction, and the parallel sheet at x = +d/2 consists of upward current. 

Connecting the 2 sheets at z = 0 is a sheet of ^-directed current with width 

d which models the layer of Pedersen current in an auroral arc. To find 

the magnetic field vector H due to the current sheets we can use the Biot- 

Savart law: 

^RdA\ 
(Bl) 

dji is a unit vector from the current sheets (at primed coordinates) to an 

observation point (at unprimed coordinates), and for the /-directed sheet 

at x = d/2 it is given by 

~       (x - d/2)x - y'y + (z - z')z 

-J(x-d/2)2+y'2 + (z-z')2 (A2) 

We have assumed that we are observing in the v = 0 plane.  Using this 

with K = Kg in (Bl) leads to 
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Ideal Auroral Arc 

♦ KA/m 

x =-d/2 

I 

* = 0 
x = +d/2 

Fig.Bl. 

Figure Bl Geometry used to calculate magnetic fields due to an idea 
auroral arc which produces no Hall current and which has an infinitely 
thin Pedersen current layer at z = 0. 
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Hl = *  y'x + ix - *** dy'dz*. 

We use the subscript "1" to denote the magnetic field due only to the 

current sheet at x = +d/2. The £ component in (B3) vanishes because the 

integrand is an odd function of y\ Integration of the remaining term 

over y' can be carried out with the aid of the following integral: 

dw w.  
(w* + a*f*   a*iw* + a*r2' (34) 

The result is 

Another integral identity helps at this stage: 

1 -dm— = ltan-W 2 . ~2    a        \a> w2 + a2   a        x"' (B6) 

Note that in applying (B6) to (B5) a sign change is introduced because 

dw = -dz'. The result of this integration gives the contribution to the 

magnetic field Hj from the field-aligned current sheet at x = +d/2: 

Bk-^gwWfB-O-to^g)). (B7) 

The sgn(w) function is +1 for w > 0 and -1 for w<0. The contribution H2 

from the current sheet at x = -d/2 can be found by changing the sign of d 

andüCin(B7): 
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Next we will calculate the magnetic field H3 due to the i-directed current 

sheet at z = 0. The unit vector from the current sheet to an observer is 

£       (* - x'Jx -y'y + zz 
aR--j= =. 

V(x-*')2+y2 + z2 (B9) 

This combined with the fact that K = K£ yields 

H3=x f I —£±y£  dy-dx-. 

With the aid of (B4) and (B6) the result of the integration is 

Ha-fM^-M3^))- (BID 
Finally we are ready to sum the 3 contributions Hj , H^ , and H3 to find 

the total magnetic field H with the aid of the identity 

tan'Hw) + tan^QVu;) = -^sgn(u;). /g12) 

The result is 

H = ^(sgnfjc + d/2) - sgn(* - d/2) + sgnf^t^) - sgnfa^)).  ^ 

Thus for all points "inside" the ideal arc, i.e. z>0 and-d/2<x<d/2, 

H = -K$. Outside and below the arc, H is identically zero. The Pedersen 

current sheet exactly cancels the magnetic fields from field-aligned 

currents in an ideal arc, and therefore a ground-based magnetometer 

would not measure a zonal magnetic field under such an arc. However, 

we have neglected the Hall current associated with auroral arcs, and this 

current will produce a magnetic perturbation on the ground in the 

meridional (cross-arc) direction. 
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